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 This study contributes to the current literature by examining the effect of bank 

liquidity on commercial banks' credit risk in Vietnam, a transition economy in 
Asia. This study closes the current literature gaps by examining the nexus 

between liquidity creation, funding diversity, and non-performing loans in Vi-
etnam. This study is also unique because the State Bank of Vietnam offered 

stimulus packages to protect the local economy against the financial crisis in 
2008. Therefore, commercial banks are motivated to provide credit to local 

enterprises, implying higher liquidity creation after the financial crisis. We em-
ploy the dynamic system Generalized Method of Moments to analyze a sam-

ple of 33 commercial banks in Vietnam from 2009 to 2020. Our results show 
that bank funding diversity positively affects credit risk, proxied by non-per-

forming loans. Specifically, one point increase in the funding diversity index 

increases the non-performing loans by around 3%. Commercial banks relax 
their lending policies to archive higher lending revenue when they have diver-

sified funding sources. These subprime lending practices increase the credit 
risk for commercial banks. However, a percentage increase in commercial 

bank liquidity reduces the non-performing loans by 2%. Liquidity creation im-
proves economic growth and repayment capacity, reducing non-performing 

loans. Our findings are robust even though we employ Z-score as an alterna-
tive risk proxy. Finally, our study provides recommendations for bank manag-

ers and policymakers to develop a sustainable banking system. Expressly, 
policymakers should discourage commercial banks from shifting their liquid-

ity creation towards non-lending activities during fast-growing periods. More-
over, policymakers must supervise liquidity creation to prevent subprime 

lending practices.  
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INTRODUCTION 

Since the recent global financial crisis, the rapid growth of non-performing loans has attracted various 

studies. Smaller banks must relax credit policies to earn additional profits due to higher competition (Casu 

et al., 2019; Toh, 2019). According to the State Bank of Vietnam, the total amount of reduced interest 

accumulated from July 15, 2021, to November 30, 2021, of 16 Vietnamese commercial banks is about 

VND 18,095 billion. However, profitability motivates banks to create more liquidity, resulting in higher 

credit risk. 

Banks with highly capitalized tend to transfer their liquidity into non-traditional activities (Nguyen, 

2012). As a result, banks diversify their income sources toward fee-based income instead of depending 

on interest-based income, thus reducing capital requirements (Shim, 2013). However, Dang (2020) shows 
that engaging in more non-traditional activities reduces banks' liquidity. Banks can avoid revenue violability 

by shifting their asset portfolio from lending towards non–lending activities. Much research into credit risk 

has focused on the funding diversification of banks (Vo, 2020). The study indicates that banks with diver-

sified funding sources have more robust profitability. Besides, the study suggests that activity diversifica-

tion is suitable for the Vietnamese market because the banking industry still lacks management and ex-

perience capacities compared to other markets (Vo, 2016). Therefore, it is worth testing whether bank 

liquidity creation and funding diversification affect credit risk, measured by the level of non-performing 

loans (NPLs) in Vietnamese banks from 2009 to 2020. Managers should consider the antagonist relation-

ship between capital safety and developing economies. 

Previous studies have been undertaken to determine what factors influence banks' risk (Louzis et al., 

2012; Kingu et al., 2018; Dao & Phan, 2020), particularly after the research of Berger and Bouwman 

(2009). Nevertheless, researchers have different contradicting results due to the differences in the data 

and methods. Nguyen (2014) used the Tobit Regression model to analyze the credit risk of Vietnamese 

banks from 2007 to 2013. The study documents that loan growth positively impacts NPLs.  

This paper closes the current gaps by examining the link between liquidity creation, funding diversity, 

and non-performing loans. Our empirical evidence demonstrates that funding diversification enhances 

banks' credit risk while creating more liquidity reduces banks' credit risk. Thus, policymakers should en-

courage banks to improve their liquidity creation in the period of boosting economic growth. On the other 

hand, banks can decrease their credit risk while serving their liquidity-creating role in the economy by 

diversifying their funding to ensure a solid and low cost of capital instead of diversifying only between 

traditional and non-traditional segments. Our empirical findings provide regulators with insight to modify 

the banking policy structure to improve discipline and limit bank managers' perverse incentives to take on 

too much risk during banking activities. 

We employ the dynamic system Generalized Method of Moments (GMM) to analyze a data sample of 

33 commercial banks from 2009 to 2020. Our striking results show that bank liquidity creation reduces 

non-performing loans, a credit risk proxy, while bank funding diversity positively increases bank risks. Our 

findings are consistent with Mdaghri (2021) and different from Le and Pham (2021), which indicated that 

banks could boost economic growth by providing more liquidity creation, thus improving borrowers' repay-

ment ability. Correspondingly, banks can reduce non-performing loans by increasing liquidity creation. On 
the contrary, maintaining diversified funding sources motivates banks' managers to participate in risky 

credit activities. Our results are consistent with Vo (2020) and contradict the study of Vazquez and Federico 

(2015). Finally, our main results are robust even when employing alternative risk proxies such as Z-Score 

(Vo, 2020; Umar & Sun, 2016).   

This research contributes to the banking literature in several ways. Compared to mature banking sys-

tems like the US, European countries, or emerging markets like the Middle East and North Africa religion 

(MENA), the Vietnam market has unique characteristics. The domination of a few large government-owned 

banks leaves others with a much smaller market share (Tran et al., 2022). La Porta et al. (2012) report 

that government projects may be only financed through state-sector banks instead of private banks. As a 

result, banks are motivated to lower their lending standards and take the risk at higher levels to attract 

customers and get compensated profits to reach the earnings objective of management. Under fierce com-

petition, controlling non-performing loans and diversification is necessary to investigate bank operations. 
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However, researchers have yet to spend any effort on the affection of bank liquidity creation on the credit 

risk of the Vietnamese banking system, which is measured by the increase in non-performing loans. 

Mdaghri (2021) demonstrates a significant negative effect of bank liquidity creation on non-performing 

loans in the Middle East and North Africa region. In the context of Vietnam, a positive relationship between 

bank funding diversification on bank risk was presented by Vo (2020).  

Our research is unique because of the following reasons. First, the liquidity creation variable was men-
tioned in earlier studies in Vietnam (Dang, 2020; Vo, 2018; Dao & Phan, 2020). However, it leaves a gap 

in giving perspective on maintaining a sustainable credit system for Vietnam, transforming from a central-

ized economy into a market economy. Second, in 2008, to avoid the negative impact of the economic 

recession, the State Bank of Vietnam issued measures to stimulate demand, thus encouraging commercial 

banks to provide credit to domestic enterprises. Thus, our study uses a comprehensive data set of Viet-

namese commercial banks ranging from 2009 to 2020 to reflect the comprehensive influence of liquidity 

creation on non-performing loans in the post-financial crisis of 2008. 

 

 

1. LITERATURE BACKGROUND AND HYPOTHESIS DEVELOPMENT 

 

1.1 Liquidity creation and NPLs 

The literature on the relationship between liquidity creation and NPLs is relatively rare. Berger and 

Bouwman (2015) stated that increased liquidity creation reduces liquidity risk, which may be associated 
with credit risk. Some papers examine the effect of NPLs or credit risk on liquidity creation (Umar & Sun, 

2016; Le & Pham, 2021; Dang, 2020). Other studies investigate liquidity creation as a determinant of 

bank capital (Casu et al., 2019) and market liquidity (Toh, 2019),  

Recently, Mdaghri (2021) reported that bank liquidity creation negatively affects NPLs in the MENA 

market. Mdaghri (2021) finds that higher liquidity increases the economic situation and positively impacts 

borrowers' ability to repay their debt. Therefore, debt repayment directly raises loan quality, leading to 

decreasing NPLs. This research also explains that banks might effectively monitor and gain more experi-

ence in credit-screening processes when they increase their liquidity creation. With time, banks can screen 

out reputable borrowers who will repay their debt when due. As a result, they reduce the information asym-

metry and have more competence to manage credit risk, as measured by the NPLs ratio. However, Acharya 

and Viswanathan (2011) expect bank liquidity creation positively affects credit risk, which is calculated by 

the level of NPLs. Le and Pham (2021) showed an insignificant relationship between bank liquidity creation 

and NPLs. 

Mdaghri (2021) points out two opposite views to examine the relationship between bank liquidity cre-

ation and NPLs. The first view shows that bank liquidity creation negatively impacts NPLs. The Klein-Monti 

model supports this view by Klein (1971) and Monti (1972) and the financial intermediation theory by 

Bryant (1980) and Diamond and Dybvig (1983). Both theoretical backgrounds suggest that liquidity and 

credit risk are coordinated (Imbierowicz & Rauch, 2014). The Klein-Monti model and its extension claim 

that banks the more spread between loans and deposits rate, the more profit banks gain. However, banks 

may face a loan portfolio default risk, increasing liquidity risk. 

On the other hand, the financial intermediation theory considers creating liquidity of banks exposed 

banks to liquidity risk. By transferring liabilities to assets, banks hold illiquid assets while supplying liquidity 

to borrowers and maintaining their liquidity to depositors. Thus, banks take higher liquidity risk through 

illiquid assets when they increasingly create liquidity and take higher credit risk due to impeding inefficient 

screening processes (Berger & Bouwman, 2015). Moreover, bank managers may be encouraged to set 

low standards to originate additional loans and create financial liquidity (Acharya & Naqvi, 2012). 

In the second view, Mdaghri (2021) points out the negative impact of liquidity creation on NPLs. The 

study stated that banks promote economic growth by providing liquidity to corporates and individuals. In 

creating liquidity, banks diminish the cost of external funds to businesses, thus improving the economy's 
growth. Furthermore, an increase in production is associated with an increase in GDP, which reduces NPLs 

(Louzis et al., 2012; Salas & Saurina, 2002). Likewise, a slow-moving economy can diminish bank asset 
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quality (Ghosh, 2015) and affect borrowers' repayment ability (Louzis et al., 2012). As analyzed in the 

introduction part, we propose hypothesis 1 to test the impact of bank liquidity creation on NPLs in the 

specific context of the Vietnamese market, as follows: 

H1: Liquidity creation has a negative effect on the NPLs in Vietnam 

 

 

1.2 Bank funding diversity and NPLs 

Prior literature provides mixed evidence of diversification strategies on banking risks. From scale re-

spect, other studies focus on the bank size as a measure of diversification (Salas & Saurina, 2002) or 

income diversification (Dang, 2020). Vazquez and Federico (2015) discovered that having strong funding 
sources can help banks survive during the crisis to the data of the US and European banks in the pre-crisis 

and afterward. On the other hand, Wagner (2007) argues that increased bank asset liquidity belittles sta-

bility for the banking system during financial crises, not regular periods. 

However, Vo (2020) confirms that Vietnamese commercial banks with diversified funding tend to have 

higher risk-taking behaviors. Firstly, a high diversification of funding draws a parallel with a low liquidity 

risk or high funding liquidity. Acharya and Naqvi (2012) report that stable funding motivates banks to take 

more risks. When banks attract more extensive deposits, they reduce funding liquidity risk, so bank man-

agers engage in more risk activities (Acharya & Naqvi, 2012). Secondly, risk-averse bank managers tend 

to chase aggressive lending strategies when they have a copious source of liquidity to gain more compen-

sation (Cheng et al., 2015). Vo (2020) has yet to show how funding diversification affects NPLs. Thus, we 

propose the second hypothesis to examine the effect of funding diversifications on the NPLs ratio (Vo, 

2020). 

H2: Funding diversity has a positive effect on the NPLs in Vietnam 

 

 

2. DATA AND METHODOLOGY 

 

2.1 Data  

This study collects data from secondary sources. To measure the liquidity creation and bank funding 

diversity of banks, we manually collect data from the annual reports of each bank because the detailed 

bank-level information is not accessible from public databases in the Vietnam market. The annual Inflation 

rate and GDP growth rate are collected from the World Bank database. The accounting data are winsorized 

at the 1% and 99% levels to mitigate outlier issues (Berger & Bouwman, 2009). We also remove observa-

tions without sufficient information to calculate the required variables (Duong et al., 2022). Our final sam-

ple is an unbalanced panel that includes 367 annual observations from 33 Vietnamese commercial banks 

from 2009 to 2020. 

 

 

2.2 Methodology 

According to Vo (2018) and Mdaghri (2021), we construct the empirical model (1), which investigates 

the influence of internal and external factors on NPLs in which the LC and BFD are the key factors. We use 

the GMM technique introduced by Arellano and Bond (1991), which includes the lagged value of the de-

pendent variable to deal with endogeneity and omitted explanatory issues. We also test for over-identifica-

tion and autocorrelation of the dynamic model by constructing the AR (1), AR (2), and Sargan tests. The 

following form designs the empirical model: 

NPL𝑖,𝑡= α +β
1
NPLi,t-1+β

2
LCi,t+β

3
𝐵𝐹𝐷𝑖,𝑡+β

4
∑(Bank-Specific Factors)i,t+β

5
∑(Macroeconomic)t + ui,t 

(1) 

Where NPLi,t  is the dependent variable, NPLi,t is the lag value of NPL; Liquidity creation (LC) and Bank 

funding diversity (BFD) are the key variables; Other control variables are Bank-specific factors and 
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Macroeconomic variables; ui,t is the error term (See Table 1 for detailed variables definitions). The sign of 

"i" denotes individual banks (i = 1 … N), t indicates time dimension (t = 1 … T). 

 

 
TABLE 1. Variables definitions 

Name of variable Symbol Description 

A. Dependent variable   

Non-performing loans  

Louzis et al. (2020) and Tran 

et al (2022) 

NPL 

Non-performing loans measure the bank's risk-taking 

and are calculated by non-performing loans divided by 

total loans. 

B. Independent variable   

Liquidity creation (%) 

Berger and Bouwman (2009), 

Dang (2020) 

LC 
The ability of banks to create liquidity by transferring liq-

uid liabilities into illiquid assets.  

Bank funding diversity 

(%) 

Vo (2018) 

BFD 

The ratio of banking diversity resources. The indicator's 

value runs from zero to one, with higher values indicat-

ing greater funding diversity. 

Bank Specific control   

Return on asset 

Kingu et al (2018) 
ROA 

Return on assets is measured as the efficient use of as-

sets of the bank. 

Bank capital structure (%) 

Louzis et al. (2012) 
CAP 

Bank capital (CAP), measured by the ratio of equity to 

total assets, shows a bank's sufficient capital status and 

safety and health. 

Loan growth (%) 

Louzis et al. (2012) 
LG Loan growth rate  

Macroeconomics   

Inflation rate (%) 

Nkusu (2011) 
INF 

The yearly inflation ratio of Vietnam. This data is col-

lected from World Bank. 

Gross Domestic Product (%) 

Nkusu (2011) 
GDP 

The annual GDP ratio of Vietnam. This data is collected 

from World Bank. 

 

 

3. EMPIRICAL RESULTS 

 

3.1 Descriptive statistics 

Table 3 shows the descriptive statistics of variables from 33 listed banks in Vietnam from 2009 to 

2020. The NPL in Vietnam has an average value of 2.26%, which is relatively high compared to other 

countries in the region. For instance, Indonesia's average NPLs is 1.73% (Lestari, 2018), and China's is 

1.78% (Umar and Sun, 2016). The highest NPLs in Vietnam is 8.437%, belonging to the Saigon-Hanoi Joint 

Stock Commercial Bank in 2012. The bank with the lowest NPLs was Tien Phong Bank in 2010, with only 

0.335% of total outstanding loans. The average liquidity creation value is 27.53%, implying that Vietnam-

ese commercial banks can create 27.53% liquidity over total assets. The average funding diversity of com-

mercial banks in Vietnam is about 0.45. 
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Table 3. Descriptive Statistics 

Variable Mean Median Maximum Minimum Standard Deviation Obs. 

NPL 0.0226 0.0202 0.0844 0.0034 0.0139 367 

LC  0.2753 0.2821 0.5571 -0.1026 0.1574 367 

BFD 0.4454 0.4484 0.6933 0.1225 0.1273 367 

ROA 0.0089 0.0071 0.0287 0.0001 0.0068 367 

CAP 0.0944 0.0826 0.2381 0.0262 0.0433 367 

LG 0.2515 0.1938 1.2459 -0.2209 0.2510 367 

INF 0.0598 0.0408 0.1868 0.0063 0.0465 367 

GDP 0.0596 0.0621 0.0708 0.0291 0.0108 367 

Note: Table 3 reports the descriptive statistics. Our study includes unbalanced panel data from 367 observations in 

33 Vietnamese commercial banks from 2009 to 2020. All variable definitions are reported in table 1. 

 

 

3.2 Pearson Correlation Matrix 

Table 4 reports the Pearson Correlation Matrix between variables. The highest correlation value is 0.67, 

which is below 0.8. So, the selection of our variables is appropriate. Furthermore, the Collinearity Test 

reported that the variance inflation factor (VIF) value between variables ranged from 1.02 to 2.62. The 

mean VIF was 1.65, so this study does not have multicollinearity issues (Tran et al., 2022). 

 

 
Table 4. Pearson correlation matrix 

 NPL LC BFD ROA CAP LG INF GDP VIF 

NPL 1.0000         

LC -0.0212 1.0000       1.97 

BFD -0.0064 -0.6756 1.0000      2.62 

ROA -0.1949 -0.1968 0.3565 1.0000     1.43 

CAP 0.1954 -0.3656 0.3512 0.2856 1.0000    1.63 

LG -0.0799 -0.1981 0.2785 0.3210 0.1071 1.0000   1.24 

INF -0.0830 0.0137 0.0292 -0.0768 -0.0558 0.0011 1.0000  1.42 

GDP 0.2134 -0.3177 0.5171 0.2587 0.2095 0.0533 -0.0446 1.000 1.02 

MEAN 

VIF 
        1.65 

Note: table 4 discloses the Pearson correlation matrix. All variable definitions are reported in table 1. 

 

 

3.3 Results from the GMM estimations  

Table 5 reports the impacts of liquidity on bank risks by the dynamic system GMM estimations. We 

use two proxies to represent the bank's risk-taking behavior: NPLs and Z-score. A higher Z-score indicates 

a lower default risk, while a higher NPLs represents higher credit risks. Table 5 reports that the p-value of 

the Arellano-Bond test result (AR1) and (AR2) indicates that the model has first-order autocorrelation only 
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because the dynamic system GMM employs the lag dependent variable as an instrument variable. The p-

value of the Sargan test indicates that all instruments are valid. All the tests confirm that the dynamic 

system GMM estimator's estimations are reliable. 

 

 
Table 5. Regression Results from the GMM estimations 

 NPLs Z-score 

 Coefficient Probability Coefficient Probability 

NPLi,t-1 0.2436*** <0.0001   

Z-scorei,t-1   0.4456*** <0.0001 

LC -0.0229*** 0.0006 0.2697*** <0.0001 

BFD 0.0369*** 0.0002 0.0404 0.4370 

ROA -0.3201 0.2110 1.3195 0.2109 

CAP 0.0823*** <0.0001 0.8564*** <0.0001 

LG -0.0180*** <0.0001 -0.0215* 0.0749 

INF -0.0429*** 0.0003 0.0973 0.1378 

GDP -0.2053*** 0.0052 0.1549 0.6067 

Prob. (AR1) 0.0001  0.0001  

Prob. AR2) 0.8146  0.8146  

Sargan test (J-statistic) 23.6621  23.6621  

Prob(J-statistic) 0.4810  0.4810  

Obs 334  334  

Instrument rank 25  27  

Note: Table 5 summarizes the regression results using the GMM estimators. All variable definitions are reported in 

table 1. ***, **, and * indicate significance levels at 1%, 5%, and 10%, respectively.  

 

 

Our main results show that banks with more extraordinary liquidity creation are likelier to have fewer 

NPLs. The regression coefficient of the bank liquidity creation (LC) for the NPLs is -0.0229, implying that if 

the bank liquidity creation increases by 1%, the NPLs will decrease by around 0.02%. This finding supports 

hypothesis 1 and Mdaghri (2021), which indicated that banks improve economic growth by creating liquid-

ity, thus positively affecting the repayment capability. Therefore, creating more liquidity helps reduce the 

credit risk for commercial banks. Moreover, banks can control the level of NPLs efficiently due to improving 

the banks' credit-screening processes. Banks gain more experience in evaluating assets and the quality of 

borrowers through their operation, thus reducing information asymmetry. The impact of liquidity creation 

on bank risk remains robust even if we employ Z-score as an alternative risk proxy. While this finding is 

consistent with Mdaghri (2021), it does not align with Le and Pham (2021). This finding also supports 

hypothesis 1. 

Likewise, bank funding diversity (BFD) positively affects NPLs. Our findings indicate that a percentage 
rise in bank funding diversity would result in a 0.0369 percent increase in NPLs. Banks with more diversi-

fication of funding sources motivate managers to undertake more risk, including increasing the volume of 

loans to maximize profits (Acharya & Naqvi, 2012). Another explanation is that risk-averse bank managers 
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tend to pursue riskier strategies when their liquidity risk is low due to the advantage of diversification 

(Cheng et al., 2015). Hence, the more diversified banks' funding sources, the higher credit risk banks will 

take. Our finding contradicts the common assumption that banks with diversified funding can reduce risk. 

The impact of funding diversity on bank risk does not remain robust after we employ Z-score as an alter-

native risk proxy. This finding supports hypothesis 2 and Vo (2018) but is inconsistent with Vazquez and 

Federico (2015). 

Table 5 reports a positive relationship between bank capital and NPLs. When banks are well-capital-

ized, bank managers tend to participate in risky activities and excessively use capital to increase profits. 

These findings support the moral hazard hypothesis. Our result aligns with Ghosh (2015). 

Interestingly, we find that an increase in loan growth reduces NPLs. Our result is consistent with 

Laeven and Majnoni (2003) and differs from Salas and Saurina (2002). Dang (2019) also reported a neg-

ative relationship between loan growth lagging from one year and NPLs in Vietnam. However, this contra-

dicts the typical assumption that banks may take more risk when excessively lending. Banks managers 

prefer lending to the "good" borrowers to secure employment security. During the operation, businesses 

that borrow from banks must maintain their excellent credit profiles, thus improving the quality of loans 

and reducing the NPLs. 

Additionally, Table 5 reports the inflation rate's negative impact on NPLs, according to Nkusu (2011). 

As a result of the high inflation rate, the authorities tend to tighten the monetary policy to reduce the money 

supply, including controlling lending with interest rate tools, especially those for consumer lending. As a 

result, banks have lower NPLs because they tighten credit policy during high inflation periods. 

Finally, increasing GDP growth leads to a lower level of NPLs. In a growing economy, growth in GDP 

contributes to increased production, promoting the commodity consumption of customers and national 

income. Thus, it would help generate profit and increase the ratio of loan punctual repayments. Our result 

coincides with Salas and Saurina (2002). 

 

 

CONCLUSIONS  

Our research analyzes a sample of 367 annual observations from 33 Vietnamese commercial banks 

from 2009 to 2020. We employ dynamic system GMM estimations to control for endogenous issues, au-

tocorrelation, and cross-sectional heteroscedasticity. Our main findings show that bank liquidity creation 

discourages risk-taking behaviors. On the other hand, funding diversification motivates banks to take 

higher credit risks. 

Our study contributes important implications for bank managers and policymakers. While banks focus 

on generating more revenue through lending, banks must pay more attention to diversely creating liquidity 

with a suitable strategy to reduce NPLs. However, in a boosting economic growth period, banks can also 

diversify their funding to maintain liquidity creation growth. Secondly, diversified funding sources allow 

banks to carry out various banking activities and empower their profitability. However, banks with diversi-

fied funding may face more credit risk due to excessive liquidity creation. Although they have the advantage 

of low funding liquidity risk, they should also manage their capital requirements and operating costs to 
maintain a reasonable level of loan volume. Finally, banks are motivated to increase their lending capacity 

because they have more capital as a buffer against risky activities. However, they should improve their 

loan quality instead of focusing only on the volume of loans and strengthen their risk management. An 

efficient management system and a strong capital structure will help minimize unstable economic influ-

ences in the banking industry.  

This paper remains the following limitations. Our first limitation in this study is that we only concentrate 

on commercial banks in Vietnam, resulting in few observations. As a result, future studies may consider 

conducting multi-countries analyses to generate in-depth insights on this topic. Finally, this article has not 

considered the interaction impact of market concentration and liquidity on bank risks. This matter is vital 

because banks with different market power will have different risk tolerances (Tran et al., 2022). 
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 The activity-based cost method's (ABC) primary goal is to provide information, 

most often related to analysing the profitability and pricing of a particular 
product. The information provided by the ABC method is beneficial in deter-

mining target costs. Companies that have successfully implemented the tar-
get cost model are recording success in cost reduction due to the quality in-

formation provided by this method in reducing the difference between the 
actual current product costs and allowable costs. The application of the ABC 

method is one of the most critical determinants for the successful application 
of the target cost method because the data on the costs of individual activi-

ties serve as a basis for calculating and determining target costs already in 
the product development and design phase. The aim of this paper is to point 

out the importance of the integration of the target cost method and the ABC 
method and to give an overview of the development of the integrated model. 

For this purpose, scientific methods of analysis and synthesis, compilations 
and comparisons, mathematical methods, and modelling and simulation 

methods will be used. 
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INTRODUCTION 

Current business conditions and globalisation have affected competition and reduced market prices. 

Customers are becoming more demanding, forcing companies to innovate products and services con-

stantly. This business environment has resulted in shorter product life cycles and faster obsolescence of 

technology. It requires constant investment in technology, research and development, and product design, 

and these investments, after activation, are generally treated as overheads. A characteristic of the tradi-

tional costing system is that precisely determining the direct costs of production of a particular product 

add to the indirect costs that are most often allocated according to the cost of hours of direct work of 

people and/or machinery. Traditionally determining product costs are harmonised with financial reporting 

standards and adjusted for external reporting to the tax administration and other external users of financial 

statements. 
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On the other hand, if this information is used in the internal reporting process, it can lead to wrong 

decisions because information on costs obtained by traditional calculation methods is often inaccurate 

and unrealistic. The inadequacy in applying traditional cost management models in today's business con-

ditions is mainly related to problems in allocating overheads to cost centres, which results in the inability 

to determine the actual amount of indirect (overhead) costs. Therefore, the choice of the method by which 

costs are allocated to cost centres is of great importance for a realistic assessment of the total costs 
caused by a particular product and for a realistic assessment of product profitability. These shortcomings 

are eliminated by applying the ABC costing method, which, along with target costs, is one of the essential 

tools of strategic cost management. 

Developing strategic cost management methods made it possible to more objectively estimate the 

total cost of the product and, therefore, its profitability. The essential strategic management methods are 

the ABC method, which allocates costs to products based on business process activities and target cost 

methods. It is undeniable that strategic cost management has many advantages over individual cost man-

agement models. Indeed, many companies apply multiple strategic cost management instruments simul-

taneously. The problem is that these methods are used separately, or the costs are calculated taking into 

account the standard costs and not the costs obtained by the ABC method, which affects the objectivity of 

the assessment of the actual costs and profitability of the product. 

The research aims to analyse the results of the application of the integrated model of the ABC method 

and the target cost method and show the impact of the application of the said model on a better assess-

ment of the product's profitability.  

 

 

1. METHODOLOGY OF RESEARCH AND RESEARCH HYPOTHESES 

 

1.1 Research hypotheses 

According to the stated goal of the research, the following hypothesis is set: 

 

H 1 - The cost management model that integrates the ABC and target cost methods contributes more to 

a better assessment of product profitability than to applying individual methods. 

 

In order to prove the above hypothesis, the model of product target costs calculation will be presented 

using the ABC method. Comparing the costs covered by the individual methods and the integrated model 

results will accept or reject the above hypothesis. For this purpose, scientific methods of comparison and 

analysis, modelling, simulation and mathematical methods will be used.  

 

 

1.2 Scientific research methods 

The first part of the research will be based on analysing relevant domestic and world scientific and profes-

sional literature in the ABC and target cost method field. When determining the basic knowledge about the 

above, the analysis and synthesis method, classification method, compilation, comparative method, and 

descriptive method will be used. 

When researching the impact of the application of the integrated model on a more realistic assessment 

of total costs and product profitability, the comparative method will analyse the calculation of target costs 

of the integrated model and the coverage of costs within the model. In addition to the comparative method, 

modelling methods and simulation methods, the inductive method, the generalisation method and the 

mathematical method will be used in this section.  
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1.3 Expected scientific contribution 

This paper's expected scientific contribution is in the research results that will result from the analysis 

of the integration of the ABC method and the target cost method. This model provides a methodology for 

the simultaneous application of these methods and can benefit all manufacturing companies in a more 

realistic assessment of the cost of developing a new product in terms of cost-benefit analysis of the prod-

uct. This model would be applicable in medium and large companies and should allow them to show the 

level of operating costs more objectively than provide individual cost management methods and affect the 

increase in business results. 

 

 

1.4 Overview of previous research 

 The beginning of the development of the concept of cost calculation based on the business process 

activities goes back 60 years when Solomons (1968) and Staubus (1971), in their works, determined some 

of the basic concepts on which today's ABC method is based. Even then, both authors proposed a concep-

tual framework for calculating costs in which they designated activities as the causes of costs. Significant 
development of this method occurred in the 1990s when Cooper and Kaplan, in their work (1998), con-

cluded that the traditional system of cost allocation to products, based on bases such as direct work hours, 

machine hours or revenue, is not relevant for the evaluation of products because the resources required 

by these products are not always proportional to the scope of products produced and sold. Cooper and 

Kaplan oppose the traditional cost allocation system to the cost allocation model based on the activities 

or processes. ABC quickly became a hit method that first, in the 1990s, occupied the manufacturing sector, 

In his research, Ansari (1997) also found that target costs were used in Japan in the 1960s, but Japa-

nese companies incorporated target cost techniques into a unique idea called value analysis and thus 

turned integrated methods into dynamic cost management and profit planning systems.  1 

Hilton (2008) defines target costs as projected long-term costs that allow products to enter and survive on 

the market and achieve competitive advantages. 

Langfield-Smith (2006) states that the target costs constitute a profit planning and cost management 

system that determines the amount of allowable costs of a product in its life-cycle where the desired profits 

of the enterprise will be generated at the target selling price. They indicate that the target costs are not a 

method of determining production costs but a cost management technique. According to Garrison (2006), 

the target costs represent the determination of the maximum permitted costs of the new product, after 

which a prototype product is developed that will be profitable with the maximum amount of the target 

costs. 

Sakurai (1996), Cooper and Kaplan (1998) and Blocher (2021) concluded in their research that tra-

ditional cost allocation systems, based on bases such as direct operation hours, machine hours or revenue, 

are not relevant for product evaluation because the resources required by these products are not always 

proportional to the scope of products produced and sold.   Using the ABC method, the overheads are 

allocated to products through identified activities or, more specifically, through factors that determine the 

contribution of a particular activity in the creation of the final product. Unlike traditional methods, this 

method does not require monitoring of product cost of occurrence but by identified activities and therefore 

has a higher degree of objectivity in allocating overheads to products than traditional methods. In this way, 

by applying this method, the rating of product profitability becomes more reliable and high-quality than 

with the application of traditional methods. 

Cookins (2002), exploring the possibilities and ways of integrating the ABC method and target cost 
method, concluded that at each stage of the calculation of the target costs, the information obtained by 

the ABC method can be used and that the integration of these two methods provides more realistic infor-

mation about the amount of costs and therefore profitability of the product. Potnik Galic and Stavlic (2017) 

explored the impact of the application of the integrated management system costs to the cost of quality 

by the modeling and stimulation method. 

 

1 Eng. value analysis - value engineering. 
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Furthermore, Cooper and Slagmulder (2004) research the cost management system at Olympus Opti-

cal and concluded that integrating individual cost management methods provides more significant cost 

savings than applying individual cost management methods. These authors were based on integrating the 

target cost method and the product life-cycle cost method on cost reduction. Thus, in the example of Olym-

pus Optical, they concluded that there are three essential advantages to integrating the target cost method 

and the cost of the product's life cycle. The first advantage of this integrated cost management system is 
that its application decreases the total cost in the product life-cycle. Secondly, based on their experience 

with Olympus, they concluded that many products are launched on time. The third advantage concerns 

fewer abandonments of the planned production of products, as applying the target costs, which includes 

market research to set the target price, puts pressure on cost sensitivity back in the design phase.  

 

 

2. DEVELOPMENT OF COST MANAGEMENT BASED ON BUSINESS PROCESS  

    ACTIVITIES 

Activity-based cost management began to apply more intensively in the 1980s as a result of efforts by 
many companies to improve the quality of information needed to estimate product costs more realistically. 

Johnson (1992) states in his work that the trace of the first application of the ABC method led to the 

General Electric Company in the early 1960s when an activity-based cost analysis model was developed 

within the company mentioned above to improve the quality of information estimating indirect costs. This 

model was based on a concept similar to the current ABC method.  

Even though the idea of cost-inducing activities can be traced back several decades, the current pop-

ularity of this method arose from its implementation in individual manufacturing and service enterprises 

in the USA and Europe in the 1980s and 1990s. These companies have become the subject of a series of 

practical studies at Harvard Business School, and this is especially true of Schrader Bellows, John Deere 

and the Union Pacific Railroad. The results of these studies led to the construction of the so-called "Harvard 

Network", within which the specified approach to costing was named - Activity-based Cost Calculation (ABC 

method). Since then, the ABC method has attracted much attention as an innovative method for strategic 

cost management.  

The ABC represents a valuable cost management concept most commonly used to correct the short-

comings of traditional cost management systems. The ABC method provides an integrated view of all func-

tions within the enterprise, its activities and business processes. As a result, the ABC has evolved beyond 

a simple cost management system, allowing for relevant information about the cost of products, processes, 

and services in many organisations. The ABC method includes the costing methodology by as-signing costs 

to products and services based on the number of events or transactions involved in the product production 

process. The primary assumption of applying the ABC method is based on the principle that the enterprise 

does not manage its costs. It manages what causes these costs, which are activities in the enterprise. 

Products use activities, activities use resources, and resource consumption conditions the incurrence of 

costs.  

In order to understand the necessity of applying the ABC method in current business conditions, un-

derstanding the problems caused by the application of traditional cost management models is necessary. 

The vigorous development of the ABC method occurred precisely "thanks" to the problems caused by the 

application of traditional costing systems. Many studies in the cost accounting and management field state 

that the ABC method was developed to overcome the problems of measuring and managing general costs 

caused by the traditional costing systems application.  

The ABC model "eliminates" the concept of general costs or "converts" general costs into direct ones. 

Each product is assigned the costs that it incurred. The primary purpose of cost information obtained by 

the ABC method is to benefit various users in the business decision-making process. The most influential 

user of this information is management at different levels of decision-making. Cost information is mainly 

used for cost planning and control, and only a tiny part of the information (e.g. on the value of inventories 

or cost of goods sold) is used by external users such as shareholders, creditors and others. However, a 

significant disadvantage of the ABC method is high investment and operating costs. 
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3. INTEGRATION OF TARGET COST MODELS AND ABC MODELS IN THE CONTEXT  

     OF CREATING A STRATEGIC COST MANAGEMENT FRAMEWORK 

This part of the paper will present a strategic cost management model that integrates two essential 

cost management methods. The research problem is based on the individual application of specific stra-

tegic cost management techniques does not allow for a realistic estimate of the total costs that a particular 

product causes over its lifetime. This claim primarily concerns the calculation of target costs which uses 

data on direct standard costs while ignoring indirect costs. If we consider that in the modern way of pro-

duction, costs are less and less represented, which we can directly associate with the product, and the 

share of overhead increases, the calculation of target costs based on direct standard costs becomes in-

sufficient. The integration of the target cost method, ABC method and value analysis method eliminates 

these shortcomings by allowing a more precise and more accurate estimate of the actual costs of the 

product and finding ways to reduce overall costs through product redesigns or changes in the process of 

product development, production and sales.  

The main goal of the ABC method is to provide information, most often related to the analysis of prof-

itability and pricing of a particular product. The information provided by the ABC method is beneficial when 
determining the target costs. Companies that have successfully implemented the target cost model have 

seen success in cost reduction resulting from the quality information provided by the said method from 

the point of view of reducing the difference between the actual current costs of the product and the allow-

able costs. 

The application of the ABC method represents one of the most critical determinants for the successful 

application of the target cost method since data on the costs of individual activities serve as the basis for 

calculating and determining the target costs already at the stage of product development and design. Alt-

hough the target cost method and the ABC method are used for entirely different purposes, there is a 

correlation between them, and the above is shown in the following Figure 1. 

 

 

 

Figure 1. Integration of target cost method and ABC method 

Source: Cokins, 2002. 
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As shown in the figure, there is no integration as long as the target cost method and the ABC method 

are used for entirely different purposes. However, the ABC method can be successfully used to calculate 

target costs. The integration of the ABC method and the target cost method is performed in the earliest 

stages of production, i.e. already in the product planning and development phase. The main objectives in 

this integration phase include providing information on product costs, enabling better monitoring perfor-

mance and a better understanding of the actual cost structure. 

By integrating these models, it is possible to develop a new product to significantly affect the reduction 

of the total cost of the product. The target cost method provides information on market requirements and 

allowable costs, and the activity-based method shows the impact of different alternatives to production 

styles on indirect costs. In calculating costs based on activities, cost drivers can more accurately determine 

what is very important in determining the target costs associated with the product and allows the company 

to adjust the cost management plans according to market requirements. “The advantages of applying 

modern cost management methods over the traditional model are indisputable. However, the problem is 

that these methods are mainly used separately. Aware that target cost methods and value analyses, based 

on the standard costs of product components, only take direct costs into account when calculating, ignor-

ing the general costs in full, the reality of estimating the total costs caused by a particular product over its 

lifetime is questioned. Also, the estimate of the cost of the product's lifespan is not based on information 

obtained using strategic cost management techniques. The application of an integrated cost management 

system eliminates these shortcomings” (Potnik Galic, 2015). 

The ABC method, in this context, is used to schedule general costs on products and serves as a starting 

point for calculating target costs. “Cost calculation with the proposed integrated strategic cost manage-

ment model begins with the calculation of activity-based costs (ABC method), which allocates indirect 

costs to products. Based on the data on the amount of costs obtained by the ABC method, the target costs 

are calculated to determine the maximum permissible costs. These costs are determined by the target 

price and the desired level of profitability.” (Potnik Galic, Ibid) 

The first step in considering the possibility of reducing general costs implies applying the ABC met-

hod, that is, calculating costs based on activities. Below is an example of a model that integrates the ABC 

method with the target cost method. 

 

 
Table 1. Direct and indirect costs of products by activities 

Activities 

Indirect 

Costs 

(Otp) 

Direct Costs 

Product A 

Direct Costs 

Product B 

Direct Costs 

Product C 

A1- Engineering and design-

ing 
440.000 30.000 78.000 190.000 

A2 - Preparation 132.000 18.000 32.500 20.000 

A3 - Machining 550.000 192.000 494.000 306.000 

A4 - Editing 330.000 156.600 338.000 150.007 

A5 - Packaging 220.000 57.000 100.300 120.000 

A6 - Storage 154.000 9.400 18.200 50.660 

A7 - Distribution 110.000 21.000 39.000 80.000 

Altogether 1.936.000 484.000 1.100.000 916.667 

Source: Authors Calculation. 
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Table 2. Allocation of General Costs from Activities to Products 

                                               

Source: Authors Calculation. 
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Table 3. Determination of indirect and direct costs per unit of product (in KUNA) 

Position Product A Product B Product C 

Direct work costs 110.000,00 330.000,00 275.000,00 

Direct Material Costs 374.000,00 770.000,00 641.666,67 

Total Direct Costs  484.000,00 1.100.000,00 916.666,67 

Indirect Costs (OTP) 246.809,82 921.159,06 768.031,13 

Total Product Costs 730.809,82 2.021.159,06 1.684.697,79 

Production Quantity 600,00 1.300,00 2.000,00 

Direct Costs per Unit  806,67 846,15 458,33 

Indirect costs per unit 411,35 708,58 384,02 

Product Unit Cost 1.218,02 1.554,74 842,35 

Source: Authors Calculation. 

 

 

From the above example, it is noticeable that the ABC model "eliminates" the concept of general costs. 

It converts general costs into direct ones so that all costs can be allocated relatively easily to products and 

services. In the end, each product is assigned the costs that it caused. Therefore, the ABC method's appli-

cation is not to reduce costs at all costs, but to realise effective activities that cause costs or optimise the 

difference between the created value and costs. ABC does not eliminate or change costs but only provides 

data on how costs are used. With the right data on the amount of costs, the company acquires a valuable 

tool for making decisions and an advantage over competitors who do not own them. 

The calculation of the target costs of the product begins with information about the target selling price, 

which is determined by respecting the information obtained by market research. The target direct costs 

are compared with direct standard costs, and deviations are measured. However, the problem is that the 

calculation of the target costs is based only on analysis and attempts to reduce direct costs, while indirect 

costs are ignored. Therefore, the following table presents a corrected calculation of the target costs that 
assumes the application of the ABC method when calculating indirect costs per individual product. 

 

 
Table 4. Calculation of target costs using the ABC method (in KUNA) 

Calculation Of Target Costs Product A Product B Product C 

Net sales price (excluding VAT) 1.482,00 2.106,00 1.170,00 

Target gain (25% of the sale price) 370,50 526,50 292,50 

TARGET DIRECT COSTS 1.111,50 1.579,50 877,50 

STANDARD DIRECT COSTS 806,67 846,15 458,33 

INDIRECT COSTS (using the ABC 

method) 
411,35 708,58 384,02 

DIFFERENCE -106,52 24,76 35,15 

Source: Authors Calculation. 

 

 

The comparison of target and standard costs revealed that for products "B" and "C", the target costs 

were achieved, while for product "A", a deviation of the standard cost target of HRK 106.52 was estab-

lished, and a product redesign should be made to try to achieve additional savings. Testing the possibility 

of reducing direct and indirect costs implies the application of a value analysis model in which direct costs 

are analysed by product components and, in view of the characteristics of products required from the 

market, determines which component is a potential candidate for cost reduction while indirect costs are 
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analysed by activities and attempts are made to identify activities where savings can be achieved2. Be-

cause indirect costs in current operating conditions have a significant share of the total costs, it is neces-

sary to include them in the value analysis to determine the possibilities of reducing them. Including indirect 

costs in value analysis and identifying cost-cutting activities are the basic advantages of applying an inte-

grated cost management system. 

 
 

CONCLUSION 

Thanks to the automation of production processes, the cost structure of the production sectors of 

developed countries is dominated by general production costs that cannot be directly distributed to the 
related products that caused them. Mainly due to this fact, the production sectors of developed countries 

were not comfortable with the existing accounting methods but encouraged the development of new meth-

ods and the improvement of existing ones according to the new conditions to allocate costs as objectively 

as possible and assess the profitability of products. From this, traditional methods provide less objectivity 

when allocating general production costs to products, making the assessment of the profitability of prod-

ucts less reliable than with the application of modern methods. 

Developing strategic cost management methods made it possible to estimate the product's total cost 

and profitability objectively. The most important strategic management methods are the ABC method, 

which allocates costs to products based on business process activities and target cost methods. The prob-

lem is that these methods are used separately, or target costs are calculated taking into account standard 

costs, not the costs obtained by the ABC method, which affects the objectivity of estimating the actual 

costs and profitability of the product. Therefore, an integrated model proposed in this paper allows the 

calculation of the target costs by data provided through the application of the ABC method. In this way, a 

more objective assessment of the actual costs of the product and its profitability is achieved. Further re-

search should focus on the integration of the ABC method with other cost management methods and the 

possibility of applying such a model in service industries. 
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 This study aimed to examine financial performance and corporate govern-
ance mechanisms on sustainability reports based on stakeholder theory and 

legitimacy theory. Profitability, leverage, and liquidity were the financial per-
formance characteristics investigated in this study. Meanwhile, the corporate 

governance system variable includes the board of directors, independent 
commissioners, and audit committees. This study additionally tested the ef-

fect of financial factors and corporate governance variables on the sustaina-
bility report using industry type as a moderating variable. Except for enter-

prises in the financial sector, the population of this study included companies 
listed on the Indonesia Stock Exchange (IDX) that published annual reports 

and Sustainability reports for the years 2017-2021 with 130 total samples. 
The data in this study were analyzed using Structural Equation Modelling 

(SEM) Warp-PLS 7.0. The findings revealed that the financial performance 
variable was not significantly proven as an indicator of the sustainability re-

port, however, the corporate governance variable was. Furthermore, the kind 
of industry was discovered to be a pure mediator in the effect of financial 

performance indicators and corporate governance variables on the sustain-

ability report in this study. 
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INTRODUCTION 

The establishment of the Sustainable Development Goals (SDGs) in 2015 has had consequences for 

transforming the corporate paradigm (Tilt et al., 2021). The single P (Profit) business paradigm, which 

focuses the company's attention solely on company profits, has now evolved into a triple bottom line busi-

ness paradigm (Profit, People, Planet), which focuses on three things: profit, which pays attention to the 
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interests and welfare of shareholders, people, which is more concerned with the welfare of society, and 

the planet, which is a form of the company's active participation in environmental preservation 

(Harymawan et al., 2020). 

According to the triple bottom line concept, companies must be able to expand sustainably by focusing 

on factors other than company revenues. This demonstrates that corporate information disclosure is not 

restricted to one area of financial performance, but also includes total sustainability performance indica-
tors, such as economic, social, and environmental performance (Ong and Djajadikerta, 2020). In this light, 

the sustainability report becomes an important document that the corporation must present as a form of 

corporate social and environmental responsibility. 

Disclosure of economic, social, and environmental data in sustainability reports is an effective medium 

for companies to establish community credibility (Schaltegger et al., 2017). In the study of legitimacy theory, 

sustainability reports can be evidence of the company against the community's assessment that the com-

pany's operating activities are following societal norms (Schaltegger et al., 2017; Tilt et al., 2021). Mean-

while, the stakeholder study theory explains that companies are responsible not only to company owners, 

but also to other stakeholders, companies can use voluntary disclosure of information about economic, 

social, and environmental performance to gain recognition that they pay attention to all stakeholder inter-

ests (Amidjaya and Widagdo, 2020; Stocker et al., 2020). Much research on sustainability reports has 

been undertaken. Researched the influence of financial performance factors on sustainability reports, as 

done by (Schaltegger et al., 2017; Wardhani et al., 2019). While other research conducted by (Schaltegger 

et al., 2017; Al-Shaer and Zaman, 2019; Amidjaya and Widagdo, 2020; Ong and Djajadikerta, 2020; 

Stocker et al., 2020), that examined the influence of corporate governance on the sustainability report.  

       Various research on the determinants of the issuance of sustainability reports has found discrep-

ancies in the impact of the company's financial performance and corporate governance on the sustaina-

bility report. Based on this, the industry type variable is added as a moderating variable in this study, which 

is projected to diminish or increase the effect of the company's financial performance and corporate gov-

ernance variables on the sustainability report. 

 

  

1. LITERATURE REVIEW  

 

1.1 Stakeholder Theory 

Stakeholder is any group or individual who can influence or is influenced by the attainment of corporate 

goals. Stakeholder theory explains which parties the corporation is accountable to (Valentinov and Chia, 

2022). Companies must maintain connections with their stakeholders by meeting their wants and require-

ments, particularly those who influence the availability of resources required for the company's operational 

operations, such as workers, the market for the company's products, and others (Freeman et al., 2021). 

The rise of stakeholder theory as the prevailing paradigm reinforces the idea that companies are account-

able not just to their shareholders but also to their stakeholders (Dissanayake et al., 2019). All stakehold-

ers, according to stakeholder theory, have the same right to acquire information about all firm operations.  

 

 

1.2 Legitimacy Theory  

Legitimacy theory asserts that companies have social contact with communities around the company's 

operating environment because companies use both human and natural resources around the company's 

environment (Akhter et al., 2022). As a result, the organization will continue to endeavor to function within 

the framework and standards that exist in the community or area in which it is located. Companies strive 

to guarantee that their actions (companies) are considered legitimate by outsiders (Ogunode, 2022). 

The social contract and the company's concern for the environment are examples of corporate social 

responsibility to benefit the environment (Talbot and Boiral, 2018). If a company makes social disclosures, 

it believes that its existence and operations will gain legitimacy from the community or environment in 

which the company works (Tarmuji et al., 2016; Drempetic et al., 2020). According to legitimacy theory, 
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the practice of exposing corporate responsibility must be conducted in such a way that the community may 

accept the company's activities and performance (Lanis and Richardson, 2013). Companies employ envi-

ronmental-based performance and disclosure of environmental information to legitimate their actions in 

the eyes of the public.  

 

 

1.3 Sustainability Reporting 

According to the Global Reporting Initiative (GRI), sustainability reporting is the process of measuring, 

revealing, and holding organizations accountable for their efforts to achieve sustainable development 

goals to both internal and external stakeholders (He, 2022). Sustainability reporting is a broad phrase that 
is used to describe reports on economic, environmental, and social implications (Adhariani and du Toit, 

2020). A sustainability report is a report that comprises not only financial performance information but 

also non-financial information such as information on social and environmental activities that help organ-

izations to expand sustainably (sustainable performance). A sustainability report provides a balanced and 

fair picture of the sustainable performance of the organization, including positive and negative contribu-

tions (Martín and M Moneva, 2018; Aggarwal and Singh, 2019; Amidjaya and Widagdo, 2020). 

 

 

1.4 Financial Performance 

Financial performance is a description of a company's financial situation within a specific period 

(Amidjaya and Widagdo, 2020). The financial performance of the firm is concerned with the elements of 

raising and distributing cash. Furthermore, financial performance is an indicator of the firm's achievement, 

which may be understood as the results of numerous operations carried out by the organization. Financial 

performance may be described through an examination of the outcomes or accomplishments attained by 

the firm's management in carrying out its role of properly managing company assets over a given period 

(Wahyuningtyas et al., 2022). Financial ratios such as profitability, liquidity, and leverage are one approach 

to assessing financial performance . 

Profitability is a company's ability to earn profits over a specific period. Profitability allows management 

the freedom and flexibility to reveal social responsibility to shareholders (Aggarwal and Singh, 2019). As a 

result, the bigger the degree of firm profitability, the greater the amount of social information sharing. If a 

firm is liquidated, leverage is its capacity to satisfy its financial commitments, both short and long-term 

(Wardhani et al., 2019). Organizations with a high degree of leverage are heavily reliant on external loans 

to finance their assets, whereas companies with a low level of leverage fund their assets with their re-

source. Meanwhile, liquidity is a measure used to assess a company's capacity to fulfill maturing debts. 

Companies with a high degree of liquidity have great economic performance. This can motivate organiza-

tions to reveal more information to their stakeholders to demonstrate their credibility. A high liquidity ratio 

indicates the company's strength, which is related to a high level of transparency. 

 

 

1.5 Corporate Governance  

Corporate governance is a set of methods that represent a good corporate management structure in 

defining how rights and obligations are distributed among the many stakeholders engaged in the organi-

zation. Shareholders, the board of directors, independent commissioners, the audit committee, and other 

interested parties are among the many parties (Amidjaya and Widagdo, 2020). The person designated to 

run the company is the board of directors, which can be the individual who owns the company or a profes-

sional person nominated by the company owner (Ong and Djajadikerta, 2020). The board of directors is a 

component of a company's control structure, with two functions: monitoring and decision-making (Al-Shaer 

and Zaman, 2019). An independent commissioner is a member of the board of commissioners who has 

no commercial or familial ties to the controlling shareholder, other members of the board of directors and 
commissioners, or the firm itself (Al-Shaer and Zaman, 2019). The term independent commissioners refer 

to their role as representatives of independent shareholders as well as investors' interests. As part of the 

implementation of strong corporate governance, the presence of an independent board of commissioners 
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will push corporations to make greater disclosures to their stakeholders, one of which is the publication of 

sustainability reports (Ong and Djajadikerta, 2020). 

The Audit Committee is defined as a committee constituted and accountable to the board of commis-

sioners to assist in carrying out the board of commissioners' duties and activities. The presence of an audit 

committee might encourage corporations to publish a thorough and trustworthy report. The existence of 

an audit committee can help ensure disclosure so that the control system will run well (Hoseini et al., 
2019). 

 

 

1.6 Industry Type 

The industry type is a categorization of businesses based on their primary activity. The industry type of 

a firm indicates its scope of activities, corporate risk, and capacity to address business issues (Lanis and 

Richardson, 2013). The distinction between high-profile and low-profile industries is used to determine 

industry type. In general, high-profile corporations attract public attention because their operating opera-

tions can cross with broad interests. Society is more sensitive to this sort of industry in general since the 

company's neglect in ensuring the manufacturing process and production outcomes can have a significant 

influence on society (Lanis and Richardson, 2013). 

 
 

 

Figure 1. Theoretical Framework 

Source: own 

 

 

1.7 Research Hypothesis 

The hypotheses of this study taken from the framework of thinking as written in Figure 1.: 

H1:  Profitability has a positive and significant effect on the disclosure of the sustainability report 

H2:  Liquidity has a positive and significant effect on the disclosure of the sustainability report 

H3:  Leverage has a negative and significant effect on the disclosure of the sustainability report 

H4: The board of directors has a positive and significant effect on the disclosure of the sustainability report 

H5:  Independent Commissioner has a positive and significant effect on the disclosure of the sustainability 

report 

H6: The audit committee has a positive and significant effect on the disclosure of the sustainability report 

Profitability 
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H7: Industry type significantly moderates the relationship between profitability and sustainability reports 

H8: The type of industry significantly moderates the correlation between liquidity and the sustainability 

report 

H9: The type of industry significantly moderates the correlation of leverage to the sustainability report 

H10: The type of industry significantly moderates the correlation between the board of directors and the 

sustainability report 

H11: The type of industry significantly moderates the correlation of the independent commissioner to the 

sustainability report 

H12: The type of industry significantly moderates the correlation between the audit committee and the 

sustainability report. 

 

2. METHODS 

The purpose of this study was to use quantitative research to investigate the effect of financial perfor-

mance and corporate governance variables on the sustainability report. Except for the banking sector, the 

population of this research consists of firms listed on the Indonesia Stock Exchange (IDX) that submit 

annual reports and sustainability reports for the years 2017-2021. These sectors include agriculture, min-

ing, basic and chemical industries, different industry sectors, commodities and consumption, real estate 

property and building construction, infrastructure, utilities, and transportation. The financial sector was 

excluded from the research sample since it has little responsibility for environmental consequences in 

comparison to the other industries included in the IDX. SEM Warp-PLS version 7.0 was used for data anal-

ysis in this study, which is a powerful structural equation (SEM) technique for identifying non-linear corre-

lations between latent variables and correcting path coefficient values (Zeng et al., 2021). 

 

 
Table 1. Purposive Sampling 

No Criteria Not Entry Criteria Total 

 Population  592 

1 Non-financial companies listed on the IDX during the 2017-2021 

period 

(0) 592 

2 Non-financial companies that issue sustainability reports sepa-

rately from financial reports during the 2015-2018 period using the 

GRI G4 and/or GRI guidelines in sustainability reports 

(566) 26 

3 Year of Observation  5 

 Total Units of Analysis   130 

Source: own 
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3. RESULT AND DISCUSSION 
 

 
Table 2. Descriptive Statistics 

Variable n Minimum Maximum Mean Std. Deviation 

SRDI (Y) 130 0.0769 0.7532 0.323 0.1552 

ROA (X1) 130 -0.558 0.4666 0.0461 0.1128 

DER (X2) 130 -3.335 0.2576 1.3128 1.1486 

CR (X3) 130 0.2229 4.8866 1.5312 1.0174 

D (X4) 130 5 66 30.525 14.516 

IC (X5) 130 20 75 37.385 8.2424 

AC (X6) 130 4 45 12.242 10.193 

IT (M) 130 0 1 0.8077 1.0538 

Valid N (listwise) 130     

Source: own 

 

 

3.1 Outer Model Test 
 

 
Table 3. Convergent Validity Test Summary 

Variable Factor Loading Remark 

Profitability (ROA) 1.000 Valid 

Leverage (DER) 1.000 Valid 

Liquidity (CR) 1.000 Valid 

Board of Directors (D) 1.000 Valid 

Independent Commissioner (IC) 1.000 Valid 

Audit Committee (AC) 1.000 Valid 

Industry Type (IT) 1.000 Valid 

Sustainability Report (SRDI) 1.000 Valid 

Table 4. Discriminant Validity Test Summary (AVE) 

Variable ROA DER CR IC AC IT SRDI ROA 

 1.000 0.233 0.241 0.147 0.158 0.204 0.215 0,234 

DER 0.233 1.000 0.219 0.184 0.223 0.263 0.187 0,252 

CR 0.241 0.219 1.000 0.194 0.391 0.210 0.182 0,246 

D 0.147 0.184          0.194 1.000      0.276       0.251         0.179 0,221 

IC 0.158 0.223          0.391 0.276      1.000       0.214         0.142 0,216 

AC 0.204 0.263          0.210 0.250         0.214 1.000         0.138 0,237 

IT 0.215 0.187          0.182 0.179       0.142      0.138         1.000 0,250 

SRDI 0.249        0.252          0.246      0.221       0,216      0.237         0.250       1,000 

Source: own 
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Table 5. Reliability Test Summary 

Variable Cronbach’s Alpha Remark 

Profitability (ROA) 1.000 Reliable 
Leverage (DER) 1.000 Reliable 
Liquidity (CR) 1.000 Reliable 

Board of Directors (D) 1.000 Reliable 
Independent Commissioner (IC)  1.000 Reliable 

Audit Committee (AC) 1.000 Reliable 
Industry Type (IT) 1.000 Reliable 

Sustainability Report (SRDI) 1.000 Reliable 

Source: own 

 

 

3.2 Inner Model Test 
 

 
Table 6. R-Square and Q-Square Test Summary 

Endogen Latin Variable R-Square Q-Square 

Sustainability Report (SRDI) 0.365 0.378 

Source: own 

 

 
Table 7. The goodness of Fit Test Summary 

Model Value Threshold Remark 

Average Path Coefficient 

(AVC) 
0.184, P=0.038 P<0.05 Fit 

Average block VIF (AVIF) 2.676 <5 Accepted 

Source. own 

 

 

3.3 Hypothetical Test Hypothesis 

According to the findings of testing and data analysis on table 8. the financial performance variable 

was not significantly proved to be one of the factors that affect the sustainability report. While the findings 

of corporate governance variable testing and data analysis revealed substantial results as one of the fac-

tors that affect the sustainability report. Based on the findings of this study, the company should pay close 

attention to the corporate governance variable, as it has a substantial effect on the level of the company's 

sustainability report. Increasing the company's sustainability report will pique the interest of investors. Fur-

ther testing revealed that the industry type variable was a pure moderator in the effect of financial factors 

and corporate governance on sustainability reporting. 

Based on the findings of this study's investigation of the effect of the financial performance variable 

on the sustainability report, the financial performance variable was not substantially demonstrated as an 

indicator of the sustainability report. The P-value statistical variables of profitability, leverage, and liquidity 

were more than the P-value threshold (>0.05). According to the legitimacy theory, the corporation will at-

tempt to send positive information to parties outside the organization to obtain legitimacy, such as the fact 

that the company functions efficiently and effectively and has strong performance (Schaltegger et al., 

2017). Based on this, companies with strong financial performance will opt to emphasize the publication 

of financial performance information above information concerning voluntary sustainability reports 

(Schaltegger et al., 2017). Disclosure of sustainability reports is a kind of business attention directed only 

toward stakeholders and is not solely motivated by the corporation's feeling of duty to stakeholders 

(Ogunode, 2022). 
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Table 8. Hypothetical Test Hypothesis Summary 

Path 
Direct Effect 

Remark 
B P-Value P-Value (Threshold) 

ROA 0.23 0.097 <0.05 Not significant 

DER -0.61 0.103 <0.05 Not significant 

CR 0.16 0.096 <0.05 Not significant 

AC 0.73 0.032 <0.05 Significant 

D 0.36 0.010 <0.05 Significant 

IC 0.59 0.021 <0.05 Significant 

IT 1.52 0.073 <0.05 Not significant 

Path 
Indirect Effect 

Remark 
B P-Value P-Value (Threshold) 

ROA*IT 0.47 0.022 <0.05 Significant 

DER*IT -0.71 0.041 <0.05 Significant 

CR*IT 0.29 0.019 <0.05 Significant 

AC*IT 0.64 0.036 <0.05 Significant 

D*IT 0.29 0.024 <0.05 Significant 

IC*IT 0.48 0.039 <0.05 Significant 

Source: own 

 

 

The results of the data test in this study also revealed that the corporate governance variable had an 

impact on the sustainability report, as evidenced by a statistically significant value between the corporate 

governance variables, namely the audit committee variable, the board of Directors variable, and the inde-

pendent commissioner variable, P-value threshold (0.05). Companies, according to stakeholder theory, are 

supposed to prioritize not just the interests of management and capital owners (investors and creditors), 

but also the interests of employees, consumers, and the larger community. Stakeholder theory may also 
be used to help corporations give transparent, accountable information, as well as to help with organiza-

tional/company governance. According to the stakeholder theory, it compels the company to reveal more 

of its operations, including its social initiatives, one of which is through a sustainability report. 

The test findings on the industry type moderating variable revealed that it was an industry type as a 

pure moderator in the effect of financial performance and corporate governance factors on the sustaina-

bility report. According to the stakeholder theory, the company is responsible not only to the company's 

owner but also to the interested parties. As stated by high-profile companies receive greater attention from 

interested parties, including the general public than low-profile companies. Because a few mistakes com-

mitted by high-profile corporations might have devastating effects on the community, the public will be 

more sensitive to them (Lanis and Richardson, 2013; Drempetic et al., 2020). For example, inappropriate 

waste management by high-profile enterprises will garner more public notice. To prevent this issue, the 

corporation will opt to mention it in its sustainability report. 

 

 

CONCLUSION 

The purpose of this study is to collect empirical information on the Effect of financial performance and 

corporate governance variables on sustainability report disclosure in companies listed on the Indonesia 

Stock Exchange between 2017 and 2021, with industry type acting as a moderating variable. Based on 

the findings of this study's testing and data analysis, it is possible to infer that the financial performance 

variables (profitability, leverage, and liquidity) have no demonstrable effect on the sustainability report. In 

contrast, corporate governance variables (audit committee, board of directors, and independent commis-

sioners) had a substantial impact on the quantity of disclosure in the sustainability report. This means that 

management considers corporate governance and prioritizes corporate transparency and accountability 

to demonstrate that the company is concerned with the interests of all stakeholders, such as by submitting 

a report on the company's social activities in the form of a sustainability report. The findings of the tests 
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on the industry-type moderating variable reveal that there is a pure moderator in the effect of financial 

performance and corporate governance variables on the sustainability report.  

 

 

REFERENCES 

Adhariani, D., du Toit, E. (2020), "Readability of sustainability reports: evidence from Indonesia", Journal 

of Accounting in Emerging Economies, Vol. 10, No. 4, pp. 621–636. doi: 10.1108/JAEE-10-2019-

0194. 

Aggarwal, P., Singh, A. K. (2019), "CSR and sustainability reporting practices in India: an in-depth content 

analysis of top-listed companies’, Social Responsibility Journal, Vol. 15, No. 8, pp. 1033–1053. doi: 
10.1108/SRJ-03-2018-0078. 

Akhter, F. et al. (2022), "Environmental disclosures and corporate attributes, from the lens of legitimacy 

theory: a longitudinal analysis on a developing country", European Journal of Management and 

Business Economics, doi: 10.1108/EJMBE-01-2021-0008. 

Al-Shaer, H., Zaman, M. (2019), "CEO Compensation and Sustainability Reporting Assurance: Evidence 

from the UK’, Journal of Business Ethics, 158(1), pp. 233–252. doi: 10.1007/s10551-017-3735-8. 

Amidjaya, P.G., Widagdo, A. K. (2020), "Sustainability reporting in Indonesian listed banks: Do corporate 

governance, ownership structure and digital banking matter?’, Journal of Applied Accounting 

Research, Vol. 21, No. 2, pp. 231–247. doi: 10.1108/JAAR-09-2018-0149. 

Dissanayake, D., Tilt, C., Qian, W. (2019), "Factors influencing sustainability reporting by Sri Lankan com-

panies’, Pacific Accounting Review, Vol. 31, No. 1, pp. 84–109. doi: 10.1108/PAR-10-2017-0085. 

Drempetic, S., Klein, C., Zwergel, B. (2020), ‘The Influence of Firm Size on the ESG Score: Corporate 

Sustainability Ratings Under Review’, Journal of Business Ethics, Vol. 167, No. 2, pp. 333–360. doi: 

10.1007/s10551-019-04164-1. 

Freeman, R.E., Dmytriyev, S.D., Phillips, R.A. (2021), "Stakeholder Theory and the Resource-Based View of 

the Firm’, Journal of Management, Vol. 47, No. 7, pp. 1757–1770. doi: 10.1177/ 

0149206321993576. 

Ghozali, I. et al. (2022), "Bid-Ask Spread on Earnings Management with Good Corporate Governance as 

Moderation Variables: Banking Sector in Indonesia", WSEAS Transactions on Business and 

Economics, No. 19, pp. 386–395. doi: 10.37394/23207.2022.19.34. 

Harymawan, I. et al. (2020), "Sustainability report practices in Indonesia: Context, policy, and readability", 

International Journal of Energy Economics and Policy, Vol. 10, No. 3, pp. 438–443. doi: 

10.32479/ijeep.8979. 

He, X. (2022), "Sustainability Reporting: A Nuanced View of Challenges", Social and Environmental 

Accountability Journal, pp. 1–4. doi: 10.1080/0969160x.2022.2028736. 

Hoseini, M., Safari Gerayli, M., Valiyan, H. (2019), "Demographic characteristics of the board of directors’ 

structure and tax avoidance: Evidence from Tehran Stock Exchange", International Journal of Social 

Economics, Vol. 46, No. 2, pp. 199–212. doi: 10.1108/IJSE-11-2017-0507. 

Lanis, R., Richardson, G. (2013), "Corporate social responsibility and tax aggressiveness: A test of 
legitimacy theory", Accounting, Auditing and Accountability Journal, Vol. 26, No. 1, pp. 75–100. doi: 

10.1108/09513571311285621. 

Martín, E., M Moneva, J. (2018), "Do as I say, not as I do: drivers of sustainability reporting Spanish 

universities", Sociology International Journal, Vol. 2, No. 5, pp. 411–419. doi: 10.15406/sij.2018. 

02.00078. 

Ogunode, O.A. (2022), "Legitimacy Theory and Environmental Accounting Reporting and Practice: A 

Review", South Asian Journal of Social Studies and Economics, February, pp. 17–28. doi: 10. 

9734/sajsse/2022/v13i130345. 

Ong, T., Djajadikerta, H.G. (2020), "Corporate governance and sustainability reporting in the Australian 

resources industry: an empirical analysis", Social Responsibility Journal, Vol. 16, No. 1, pp. 1–14. doi: 

10.1108/SRJ-06-2018-0135. 

Schaltegger, S., Etxeberria, I. Á., Ortas, E. (2017), "Innovating Corporate Accounting and Reporting for 

Sustainability – Attributes and Challenges", Sustainable Development, Vol. 25, No. 2, pp. 113–122. 

doi: 10.1002/sd.1666. 

Stocker, F. et al. (2020), "Stakeholder engagement in sustainability reporting: A classification model", 



  36 

Corporate Social Responsibility and Environmental Management, Vol. 27, No. 5, pp. 2071–2080. doi: 

10.1002/csr.1947. 

Talbot, D., Boiral, O. (2018), "GHG reporting and impression management: An assessment of sustainability 

reports from the energy sector", Journal of Business Ethics, Vol. 147, No. 2, pp. 367–383. doi: 

10.1007/s10551-015-2979-4. 

Tarmuji, Maelah, R., Tarmuji, N.H. (2016), "The Impact of Environmental, Social and Governance Practices 
(ESG) on Economic Performance: Evidence from ESG Score", International Journal of Trade, 

Economics and Finance, Vol. 7, No. 3, pp. 67–74. doi: 10.18178/ijtef.2016.7.3.501. 

Tilt, C.A. et al. (2021), "The state of business sustainability reporting in sub-Saharan Africa: an agenda for 

policy and practice", Sustainability Accounting, Management and Policy Journal, Vol. 12, No. 2, pp. 

267–296. doi: 10.1108/SAMPJ-06-2019-0248. 

Valentinov, V., Chia, R. (2022), "Stakeholder theory: A process‐ontological perspective", Business Ethics, 

the Environment & Responsibility, May, pp. 762–776. doi: 10.1111/beer.12441. 

Wahyuningtyas, E.T., Susesti, D.A. Murtadho, M. (2022), "Does sustainability reporting improve financial 

and non financial performance in Indonesia Companies?", Proceedings of the International 

Conference on Sustainable Innovation Track Accounting and Management Sciences (ICOSIAMS 

2021), 201, pp. 242–246. doi: 10.2991/aebmr.k.211225.034. 

Wardhani, R.S. et al. (2019), "Good University Governance : Budgeting Participation", Asia-Pacific 

Management Accounting Journal, Vol. 14, No. 1, pp. 1–18. doi: 10.24191/apmaj.v14i1.808. 

Widiatmoko, J., Indarti, M.G.K., Pamungkas, I.D. (2020), "Corporate governance on intellectual capital 

disclosure and market capitalization", Cogent Business and Management, Vol. 7, No. 1, doi: 

10.1080/23311975.2020.1750332. 

Zeng, N. et al. (2021), "Do right PLS and do PLS right: A critical review of the application of PLS-SEM in 

construction management research", Frontiers of Engineering Management, Vol. 8, No. 3, pp. 356–

369. doi: 10.1007/s42524-021-0153-5. 

 

APPENDIX 
 

Variable Measurement 

 
Variable and Concept Measurement 

Sustainability Report (Y) 

Company 

The Practice of Accountability for 

Organizational Performance in Achieving 

Sustainability Development Goals 

SRDI = the Number of Items Disclosed by the Company 

 

Expected Item Quantity 

Profitability 

Company’s Ability to Generate Profit 
ROA = Net Profit after Tax 

Total Assets 
Leverage 

Company Ability to Fulfill Obligations 
DER = Total Liability 

Total Equity 
Liquidity 

Company’s Ability to Maximize 

Current Assets to Fulfill Short Term Obliga-

tions 

 

 

CR =   Current Assets 

Current Liability 

Audit Committee AC =Number of Annual Audit Committee 

Meetings/Year 

Board of Directors D = Frequency of Meeting Members of 

the Board of Directors/Year 
Independent Commissioner IC =    Independent Commissioner 

 Board of Commissioners 
Industry Type IT= High Profile = have good consumer visibility, 

a high level of political risk, and high competition = score 1 

Low Profile = have low consumer visibility, 

low level of political risk, 

and low competition = score 0 
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 This paper investigates the impacts of foreign direct investment (FDI) and ed-

ucation on the number of business start-up in Southeast Asian Countries. 
Several studies have shown that people who attend college or university have 

a higher possibility of becoming entrepreneurs because they have access to 
entrepreneurship instructional programs and more assistance for practical 

activities. On the other hand, increasing education might change people's 
tendency to start new firms. Higher educated people may have better options 

for sources of income and less desire to start their own business as a result. 
Using the panel data of nine Asian countries, it is found that net inflows of 

FDI promote domestic entrepreneurship. Interesting evidence emerges when 
education is taken into account, the relationship between FDI and new busi-

ness start-ups is negatively moderated by the level of education. This re-
search uses two levels of education measurements, namely secondary and 

tertiary education. It is found that secondary education and tertiary education 
have different impacts on start-up business. The presence of foreign firms in 

countries with tertiary education level provides better salary options and 
therefore triggers workers to choose multinational firms rather than become 

entrepreneurs. This finding implies that net inflows of FDI in Southeast Asian 
countries with highly educated workers can influence the determination to 

start new businesses. These results support evidence that educational level 
is an essential mediating factor in the linkage between FDI and new business 

start-ups in Southeast Asian Countries. 
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INTRODUCTION 

Many countries show an effort to attract foreign direct investment (FDI) believing that it could bring 

enormous benefits such as job opportunities, capital accumulation, technology transfer, managerial know-

how, international production network, and productivity gains (Arif and Khan, 2019). The benefit of FDI is 

not only limited to the firm performance and profitability, but it also helps to develop the host country 
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productivity. On the other hand, the presence of FDI may bring detrimental effects on development by 

competing in local products or financial markets. The increased competitive tension might lead to difficulty 

for new entrants and the failure of local businesses (Amoroso & Müller, 2018). While spillover effects of 

FDI have been intensely debated, there is a growing concern on the importance of entrepreneur contribu-

tions on host economies. Innovations from entrepreneurs generate new products or services, which allow 

the creation of a new market, stimulating a new business, absorbing existing employees, and helping eco-
nomic development. Entrepreneurs has emerged as a focal point of economic policy in increasing eco-

nomic growth (Audretsch, 2018). The number of start-up business can also indicate competitive tension 

in the market. Additionally, capital from foreign investors can clearly increase the pressure on domestic 

markets and prevent some domestic firms to compete fully. Therefore, new business creation can be an 

interesting medium to evaluate the spillover effect of FDI. 

Besides the relationship between foreign and domestic firms, another aspect that influences the spill-

over effect is the condition of the host country’s absorptive capacity (Munemo, 2017).The variation in hu-

man capital among host countries leads to a variation in the FDI effects. Each year, The World Economic 

Forum conducts surveys on Southeast Asian youth to understand their view, concerns, and priorities in life. 

The survey in 2019 found an interesting result, specifically for Indonesia, that the trend for becoming an 

entrepreneur is increasing. The strong start-up culture and the successful history of start-up businesses 

are the two main reasons for Indonesian youth to choose to be entrepreneurs. In relation to this increasing 

interest, the number of start-up businesses in Indonesia grew to an estimated 30 percent. In contrast, the 

case of Singapore is quite different. Despite the advancement in technology and education, only 16.9% of 

young Singaporeans were interested in becoming an entrepreneurs (Tan, 2019). Education can help indi-

viduals increase their quality and productivity and therefore, it is an important factor in increasing the level 

of absorption of the host country. Highly skilled labor is one of the crucial preconditions for FDI to promote 

economic growth (Balasubramanyamet al., 1999) and attract more FDI, especially the efficient-seeking 

type (Cleeve et al., 2015).  Moreover, the experience and knowledge of working in MNC can motivate highly 

skilled labors to create their businesses.  

The low interest of Singaporean youth in becoming entrepreneurs shows that education can interfere 

with the relationship between FDI and business start-up. According to a study by Hossain et al. (2015), 

higher education can increase the salary by 13.2%. An employee with high pay satisfaction tends to have 

a lower intention to leave job or search for a new vacancy. In addition, dissatisfaction with salary triggers 

negative emotions and affects the decision to stay in the firm. The relationship between FDI and domestic 

firms can determine the direction of the spillover effect, but education may have a critical mediating effect 

on this relationship. Is FDI more effective at promoting entrepreneurship in countries with high levels of 

education? Or could it be the case that high education levels help people to get promoted at work and 
hinder their desire to start their own business? This current study is in an effort to answer these two crucial 

questions. 

Turning the focus of this work, some researchers have considered FDI-new business start-up nexus 

such as Nxazonke and van Wyk (2020) who examined the role of FDI on domestic entrepreneurship on 

Africa, Kim (2019) investigated the mediating effect of strategic alliances between FDI and the start-up 

rate in Korean, Arif and Khan (2019) studied the impact of FDI on new business start-up with the presence 

of financial development. While none of these articles focused on the quality of human capital, especially 

in the Southeast Asian. Looking at the Association of Southeast Asian Nations (ASEAN) data publication, 

the productive-working-age population has reached 59.6%, potentially contributing to the regional GDP 

(ASEAN Secretariat, 2019). However, the large number of productive populations is challenging to provide 

sufficient employment opportunities. In response to the large numbers of the productive population, South-

east Asian countries promote entrepreneurship and human capital development through Strategic Action 

Plan on Small and Medium Enterprises (SMEs) Development (SAPSMED 2025). Whether foreign direct 

investment inflows to Southeast Asian countries promote new employment or new business start-up? This 

current research contributes to this debatable question by providing evidence in the Southeast Asian re-

gion. It examines the impact of FDI on new business start-up and the importance of education in mediating 

the relationship. The remainder of this paper is structured as follows. The second section discusses differ-

ent theories between FDI, education, and new business start-up. The third section describes the data and 

variables employed in the empirical study. It also contains the explanation related to variables and models. 
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The fourth section discusses the result of our studies.  Last, the fifth presents the conclusion and limita-

tions of this research. 

 

 

1.   LITERATURE REVIEW 
 

1.1 FDI and new business start-up 

According to Danakol et al. (2017); Girma et al. (2019); Pathak et al. (2015), the spillover effect of FDI 
on local firms may be either positive or negative. Positive spillovers can occur through at least three chan-

nels. Firstly, local firms adopt similar organizational practice, technology, and know-how introduced by for-

eign firms (technology transfer effect). Since the products are already in the market, domestic entrepre-

neurs can benefit as late-entrants. They may recognize the strength and weaknesses of the products or 

strategies, thereby reducing failure risk. Secondly, new products and services from foreign firms may gen-

erate new business opportunities for local firms. The presence of foreign firms may give new opportunities 

that have never been explored through subcontracting activity, collaboration, or creating input to fulfill the 

needs of the foreign firms (Kim, 2019). Thirdly, labor mobility is another channel through which the diffu-

sion of technology, skill and idea occur. Employees who work in foreign firms can learn about operations, 

strategies, and corporate culture. Experience from working in foreign firms helps them take a better job in 

the local firms or open their businesses (Danakol et al., 2017; Arif & Khan, 2019).  

On the other hand, FDI can discourage the creation of new businesses. Traditionally, before starting a 

new business, individuals might compare the salary for working as an employee and the income as an 

entrepreneur. As foreign firms have capital-intensive production and advanced technology, they support 

their employees in developing their skills and becoming more productive workers than those in domestic 

firms. In this case, entrepreneurs might have high opportunity costs due to the high salary offers in foreign 

firms (Pathak et al., 2015). This situation leaves domestic firms with limited workers’ choices due to their 

inability to compete with foreign firms in terms of salary. Additionally, the entry of foreign firms can raise 

the competitive tension in the local market and push the less efficient local firms out of market. This con-

dition causes foreign firms to capture a larger market share (catch up effect). The competition, then, in 

turn, raises the barrier to entry. According to Nxazonke & van Wyk (2020), barrier to entry can occur due 

to several reasons such as raising product standards, lower production cost, a very advanced technology 

requirement and a high establishment cost when first entering a market. FDI can have positive spillover 

through technology and knowledge diffusion, demand creation, and labor mobility. On the contrary, FDI 

can also have negative spillover through occupational choice, increased competitive tension, and entry 

barriers. We thus test the following hypothesis: 

H1a: FDI has a positive impact on the number of new business start-up. 

H1b: FDI has a negative impact on the number of new business start-up. 
 

 

1.2 FDI, education, and new business start-up 

The extent to which host countries can grasp FDI spillover benefits depends on their specific condition. 

Mere access to foreign knowledge and technology is insufficient to lead host countries’ long-term develop-
ment. It is equally essential for the host country to consider alternative ways to fully absorb and diffuse the 

spillover benefits in the economy. A sufficient absorptive capability is a requirement for FDI to contribute 

host country’s economic growth. In particular, human capital is regarded as an important element that 

influences absorptive capacity (Thompson and Zang, 2015). Possessing a minimum human capital thresh-

old could help FDI increase their productivity (Borensztein et al., 1998). Human capital can be defined as 

education, experience, and skill obtained through school, training and work experience. Foreign firms may 

consider human capital a crucial factor since it can enhance a firm’s competitive advantage (Van Trang et 

al. (2019)). The condition of human capital can hinder the potency of individuals in creating their busi-

nesses.  
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Higher education in the labor force may translate into a higher individual’s absorption level, potentially 

maximizing their innovation capabilities. Hayduk (2019) argued that sports organizations should consider 

the importance of education when selecting a host site for their event. They emphasized the ease of doing 

business in a country where the labor force is educated. Further, education tends to increase creativity, 

self-confidence, and efficacy, and consequently, it can help perceive and pursue opportunities (Fuentelsaz 

et al., 2018).  Individuals who enroll in university or college have a greater likelihood for being entrepre-
neurs as they get entrepreneurship educational programs and more support in terms of practical activities. 

Highly educated workers gain more benefits with their ability to recognize a variety of business opportuni-

ties and their skill to grasp them. Singh (2017) conducted research related to the relationship between 

FDI and a firm’s productivity. In the cases where unskilled labors are employed, the productivity of labors 

remains the same.  

In contrast, improving education might influence the tendency to create new businesses. Individuals 

with high education levels might have better options for sources of income and, therefore, have less en-

trepreneurial intention. As they accumulate more advanced knowledge and skills, this group of youngsters 

might have higher salaries and better working conditions than their counterparts with a lower educational 

level (Wu and Wu, 2008). Moreover, the occupational choice is broadened for a high education youngster 

in accordance with the entry of foreign firms. A research conducted by Danakol et al. (2017) found that 

foreign firms tend to offer a more attractive salary for skilled and trained workers in a specific managerial 

position, preventing them from starting their businesses. 

Given this discussion, we thus test the following hypothesis: 

H2a: Education will positively moderate the relationship between FDI and the number of new business 

start-up. 

H2b: Education will negatively moderate the relationship between FDI and the number of new business 

start-up. 

 

 

2.  DATA AND METHODOLOGY 

To analyze the relationship among the variables, this research employed unbalanced panel data by 

using E-views 10. The data are collected from World Development Indicator (WDI) with 9 Southeast Asian 

countries from 2006 to 2018. The period of this research is based on the availability of business-start-up 

data. Due to the unavailability of data, we exclude Vietnam from our dataset.  

 

 

2.1 Variables 

The dependent variable is new business start-up. It is measured by the number of new business reg-

istrations with limited liability per 1000 working-age population. This new business density data only covers 

the formal sector as the data for the informal sector is not available due to the difficulty of quantifying the 

number of firms that compose it. In addition, the data for partnership and sole proprietorships are also 

excluded due to the difference in regulation and definition across the countries.  

The key explanatory variables are FDI and education. FDI is defined by net inflows from foreign inves-

tors and is divided by GDP. The data is in percentage (% of GDP). For education, as the level of education 

is varied from one country to another, this research uses the perception of the World Bank. There are two 

proxies for education. The first measurement is using secondary education. It is the ratio of total enrollment 

to the total population related to that education level. Secondary education completes the basic education 
offered at the primary level and focuses on the foundation of human development and lifelong learning. 

Another measurement uses tertiary education. This level of education requires people to complete sec-

ondary education, regardless of whether or not it is intended to provide an advanced qualification in re-

search. 

Besides these two variables, several control variables are included accounting for an alternative ex-

planation. According to Arif & Khan (2019), business regulation and GDP growth can, directly and indirectly 

influence business start-up creation. In order to stimulate new business creation, policymakers are 



 41 

required to create a good business environment. The number of procedures to register a new business 

and the time (in days) required to start a business are the measurements for business regulation, whereas 

higher economic growth can be used to signal good market opportunities for entrepreneurs. GDP growth 

is defined by the annual percentage growth rate of GDP. 

 

 

2.2 Model Specification 

This paper aims to examine the effect of FDI and education on new business start-up. Panel data 

models were used for the sample of Southeast Asian countries from 2006 to 2018. We also include the 

interacting variable between FDI and education to capture the mediating effect of education in affecting 

the linkage of FDI and new business start-ups. Hereby is our research model: 

𝑁𝑒𝑤𝐵𝑢𝑠𝑠𝑖.𝑡 = 𝑎0 + 𝑎1𝐹𝐷𝐼𝑖,𝑡 + 𝑎2𝐸𝑑𝑢𝑖,𝑡 + 𝑎3𝐹𝐷𝐼𝑖,𝑡 × 𝐸𝑑𝑢𝑆𝑒𝑐𝑖,𝑡 + 𝑎4𝐵𝑢𝑠𝑠𝑃𝑟𝑜𝑖,𝑡 + 𝑎5𝐺𝐷𝑃𝑖,𝑡    (1) 

𝑁𝑒𝑤𝐵𝑢𝑠𝑠𝑖.𝑡 = 𝛽0 + 𝛽1𝐹𝐷𝐼𝑖,𝑡 + 𝛽2𝐸𝑑𝑢𝑖,𝑡 + 𝛽3𝐹𝐷𝐼𝑖,𝑡 × 𝐸𝑑𝑢𝑆𝑒𝑐𝑖,𝑡 + 𝛽4𝑇𝑖𝑚𝑒𝑅𝑒𝑞𝑖,𝑡 + 𝛽5𝐺𝐷𝑃𝑖,𝑡     (2) 

Where i and t denotes country and time (years), respectively. 𝑁𝑒𝑤𝐵𝑢𝑠𝑠𝑖.𝑡 is the number of new business 

start-up; 𝑎𝑠and 𝛽𝑠 are the regression coefficients; 𝐹𝐷𝐼𝑖,𝑡  stands for foreign direct investment; and 𝐸𝑑𝑢𝑖,𝑡 

stands for education. The interaction term 𝐹𝐷𝐼𝑖,𝑡 × 𝐸𝑑𝑢𝑆𝑒𝑐𝑖,𝑡  test the role of secondary education in ex-

plaining the impact of FDI on new business start-up. Models 3 and 4 are, thus, obtained by replacing 

𝐸𝑑𝑢𝑆𝑒𝑐𝑖,𝑡  in equation 1 and 2 with 𝐸𝑑𝑢𝑇𝑒𝑟𝑖,𝑡 , respectively.Moreover, new business procedures 

(𝐵𝑢𝑠𝑠𝑃𝑟𝑜𝑖,𝑡), time required to start a business (𝑇𝑖𝑚𝑒𝑅𝑒𝑞𝑖,𝑡) and GDP per capita growth (𝐺𝐷𝑃𝑖,𝑡) are 

used as the control variables. 

 

 

3.  RESEARCH RESULTS 
 

3.1 Summary Statistics 

 Table 1 presents summary statistics of the observed variables. New Business has a mean value of 

1.2717, indicating that around one new business start-up per 1000 working-age population on average. 

The average percentage of people enrolled in secondary education is more than two times higher than in 

tertiary education. About 78% of Southeast Asian people have already enrolled in the secondary level. 

While for tertiary education, it is only 31.9863% of people have enrolled on this level of education. It shows 

that not everyone who completes their secondary education directly continues tertiary education. It is pos-

sible that after they complete their secondary education, they start to enter the workforce due to their 

preferences or personal reasons.  

 

 
Table 1. Summary Statistics 

 Mean Std. Dev. Min. Median Max. 

NewBuss 1.2717 1.8694 0.0068 0.5322 10.0108 

FDI 5.1221 5.2411 -1.3205 3.7309 28.0170 

EduSec 78.4339 20.4267 39.7384 81.4755 120.6512 

EduTer 31.9863 17.2137 5.6786 31.2065 88.8865 

TimeReq 54.7754 45.5396 1.5000 34.0000 187.0000 

BussPro 10.4783 4.1466 2.0000 10.0000 18.0000 

GDP 4.8444 3.0427 -2.4655 5.4735 10.7711 

Note: The results are obtained from the raw data 

Source: World Development Indicator (2021) 
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As mentioned in the previous section, business start-up regulations have two measurements: time 

requirement and the number of procedures. On average, people need to spend 54 days to start a new 

business in Southeast Asian region, with a minimum of 1 day and a maximum of 187 days. The average 

number of procedures to start a new business is 10 procedures, with a minimum of 2 procedures and a 

maximum of 18 procedures. 

 
 

3.2 Correlation Analysis 

Table 2 reports the correlation coefficient of the transformed variables used in this research. As a rule 

of thumb, a model can be exempted from highly correlated or multicollinearity if the correlation between 
independent variables is less than 0.7 (Hill et al., 2018). The results show that none of these variables is 

larger than the suggested number, indicating an absence of multicollinearity. As FDI has a positive corre-

lation with new business, it may indicate that having greater FDI can stimulate the creation of business 

start-up.  

 

 
Table 2. Correlation Matrix 

 NewBuss FDI EduSec EduTer TimeReq BussPro GDP 

New-

Buss 
1       

FDI 0.1510 1      

EduSec 0.7270*** 0.0707 1     

EduTer 0.6396*** 0.2628** 0.6640*** 1    

TimeReq -0.6669*** 0.1769 
-

0.4413*** 

-

0.6669*** 
1   

BussPro -0.3259** 
-

0.4212*** 
-0.0818 

-

0.4375*** 
0.2738** 1  

GDP -0.5109*** 0.1601 -0.6998 
-

0.3685*** 
0.2842** 0.0322 1 

Note: ***, ** indicates the significant level of 1%, and 5%. 

 

 

3.3 Fixed Effect Regression 

The results from panel data regression analysis are presented in Table 3. FDI is found to positively 

impact the number of new businesses start-up at the 1% significance level, so H1a is accepted. This finding 

suggests that when a country receives a high net FDI inflow, it could encourage the number of new busi-

ness start-up. Based on models 1-4, secondary and tertiary education demonstrated a positive relationship 

with the number of new businesses. However, the interaction between FDI and education provided inter-

esting results. Specifically, the significant and negative impact is only found in the interaction between FDI 

and tertiary education. This finding implied that high levels of education could interfere the relationship 

between FDI and number of new businesses. Thus, H2b is supported. 

 

 
Table 3. Fixed-effect regressions 

 (1) (2) (3) (4) 

C -1.4304*** -2.0977*** -1.2043*** -1.9694 

 (-4.0254) (-6.3005) (-2.8014) (-5.3258) 

FDI 0.0604 0.1201 0.1245*** 0.1336*** 

 (0.6962) (1.2923) (3.3423) (2.9326) 

EduSec 0.0130*** 0.0169***   
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 (3.6477) (4.5087)   

FDI*EduSec -0.0004 -0.0010   

 (-0.4150) (0.9860)   

EduTer   0.0215** 0.0331*** 

   (2.1426) (3.3069) 

FDI*EduTer   -0.0022** -0.0025** 

   (-2.2016) (-2.2404) 

BussPro -0.0412***  -0.0438***  

 (-3.7808)  (-3.0511)  

TimeReq  -0.0023*  -0.0014 

  (-1.8140)  (-0.8643) 

GDP -0.0063 -0.0059 -0.0027 0.0013 

 (-0.3871) (0.3247) (-0.1644) 0.0731 

R-squared 0.9876 0.9852 0.9824 0.9796 

Adjusted R-squared 0.9846 0.9817 0.9782 0.9748 

F-stat 331.41 277.34 235.52 203.6 

Note: ***, **, * indicates the significant level of 1%, 5%, and 10%. 

 

 

4.  RESULTS DISCUSSION 

A positive relationship between FDI and new business start-up suggests that employee who works in 

foreign firms can develop their skills and experience, which help them to start their own business. Besides, 

new products and services from foreign firms could generate new demand or business opportunities, such 

as supplying input for their productions (Kim, 2019).  The inflows of capital sustain countries’ economic 

development, which can lead to a better opportunity and environment for becoming entrepreneurs.  

The education coefficients in both secondary and tertiary levels are positive and significant implying 

that human capital is needed to increase the number of entrepreneurs. This result is different from Berrill 
et al. (2020) who found that countries with highly educated labor tend to have a smaller number of new 

business start-up. However, this could be because the salary offered in Southeast Asian countries is not 

as high as in the other region. Hence, the opportunity cost for switching from work in the company and 

opening their own business is smaller.  

The interaction between FDI and level of education provides interesting results. Models 1 and 2 show 

that there is no significant impact of FDI in the countries with the number of people enrolled in secondary 

education. This result is in line with the result from Singh (2017), who found that in the case that foreign 

firms hire unskilled labor, the productivity was seen to be unchanged. On the other hand, tertiary education 

negatively impacts and is significant at a 5% level. This  result could be due to students in tertiary education 

studying a more varied curriculum related to both technical and managerial nature (Jiménez et al., 2015). 

Completing a tertiary level of education helps them better understand the knowledge and skill needed to 

get promoted at work.  

Further, it shows that although FDI can encourage new business start-up, when these inflows are tar-

geted in the countries with highly educated laborers it could lower the potency for entrepreneurs. Individ-

uals with high education level have broaden occupational choice in accordance with the entry of foreign 

firms. The presence of foreign firms in the host countries could provide better salary options (Danakol et 

al., 2017). The employee might consider that working in foreign firms provides stable income, and they do 

not need to worry about the high-risk failure of being entrepreneurs. Further, as foreign firms usually have 

more advanced knowledge and technology, it might trigger them to work in these firms. In another word, 

the high net FDI inflow in highly educated laborers could influence the determination of people to start 

their own businesses. Regarding the control variable, business procedure is found to have a negative and 
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significant impact on new business start-up. The lengthy and complex business procedure could increase 

business costs and discourage people from new business creation (Munemo, 2017).  

 

 

CONCLUSIONS 

This research employs fixed-effect panel data of Southeast Asian countries to analyze the relationship 

between FDI, education, and new business start-up. The main findings of our research are as follows. There 

is a positive spillover effect of FDI on new business start-ups, indicating that higher net inflows could in-

crease the number of business start-up. Foreign firms could generate new demand and business opportu-

nities in the host countries, such as upgrading the employee’s skill, collaborating on their products, etc. 
However, the linkage between FDI and domestic firms varies on the level of nation’s education. This re-

search confirms that secondary and tertiary education have different impacts on business start-up. Tertiary 

education, with a more profound learning process related to managerial expertise, helps people to have 

high performance and get promoted in the workplace. As the presence of foreign firms can provide broad 

occupational choice, it could cause high opportunity costs for entrepreneurship. Our results suggest that 

in countries with high net inflows and highly educated workers, more workers will prefer to work in foreign 

firms with stable income than start their own business. 

The policy implication relates to our research is first, the selection of FDI might carefully be observed. 

Government can try to select FDI with some criteria if they want to increase the entrepreneurship rate. 

Second, the government might consider providing incentives for foreign firms to collaborate with local busi-

nesses or universities. During the collaboration process, local businesses or universities can enhance their 

knowledge and skill. As a result, it might generate new ideas for business opportunities. Moreover, the 

desire to be entrepreneurs is hinder in the nations with tertiary education. Education negatively moderates 

this relationship because school or university has not been focused on preparing for entrepreneurships. 

Developing an entrepreneurship curriculum can help students to involve in business practices and build a 

sense of initiative and entrepreneurship. Finally, the result of secondary education can signal that this 

education is still not sufficient to either preparing students to start their own business or help them be 

promoted in foreign companies. Hence, it is suggested to improve the relevance of secondary education 

not only for preparing their higher level of education but also the readiness for entering workplace.  

In summary, this research contributes to a better understanding of the impact of education on the 

relationship between FDI and business start-up. It is subject to limitation, nonetheless. For instance, this 

research only uses the data for the formal sector due to data unavailability. Besides, it is suggested to not 

only use enrollment rates to measure education, but it also can use for instance survival rate or education 

success.  
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 This study aims to test the effect of managerial overconfidence on firm va-lue 

and the roles of operating cash flow and tax aggressiveness in media-ting the 
relationship. Our sample involves 116 Indonesian listed manufactu-ring firms 

from 2010 to 2019, resulting in 673 firm-year observations. The data is 
generated from the Indonesian Stock Exchange’s website 

(http://www.idx.co.id). To test the hypothesis that has been formulated, the 
data is analyzed using  the feasible general least square (FGLS) and Sobel 

test. The results demonstrate that managerial overconfidence negatively 
affects firm value. Further, the study finds that operating cash flow positi-vely 

affects firm value and mediates the relationship between managerial 
overconfidence and firm value. The study also finds that tax aggressiveness 

negatively affects firm value and mediates the relationship between mana-
gerial overconfidence and firm value. Based on findings, we recommend that 

Indonesian manufacturing firms should limit their managers’ overconfi-dent 
behaviors because managerial overconfidence directly and indirectly 

(through lower operating cash flow and tax avoidance) harms firm value. 
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INTRODUCTION 

Investors rely on firm value in evaluating firm performance  (Hirdinis, 2019; Lonkani, 2018; Reschi-

wati et al., 2020, Wang  Xiong, 2021). Firm value is frequently associated with share prices, and higher 

(lower) share prices indicate higher (lower) firm value representing investors’ responses to firm perfor-

mance and prospects. AgHigher firm value also implies that firms can enhance their owners’ wealth 

(Lonkani, 2018; Priya and Mohanasundari, 2016).  Prior studies on firm value do not only focus on the role 

of firm value as a proxy of firms’ market performance and the consequence of firms’ financial performance 
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(Akgun et al., 2018;  Dang et al., 2019) but also the effect of managers’ behavior biases, such as 

managerial overconfidence, on firm value (Dashtbayaz amd Mohammadi, 2016; Gao, Han, Kyoung-Hwa 

Chung, 2020).  Overconfidence bias receives more attention than other behavioral biases because it has 

the most significant impact on managerial decision-making( Shah et al., 2018). 

Managerial overconfidence is frequently associated with overinvestment (Khajavi and Dehghani, 

2016; Zia et al., 2017). Overconfident managers tend to underestimate existing risks (Hayward et al., 
2004), like being too optimistic in predicting future revenues (Hribar and Yang, 2016; Lobao, 2016). They 

are also more willing to take negative-NPV projects (Kim et al., 2016; Zhang and  Yang, 2018), negatively 

affecting firm value. 

Prior literature has documented the negative impact of managerial overconfidence on firm value 

(Dashtbayaz and Mohammadi, 2016; Shah et al., 2018; Kunjal et al., 2021).  However, other studies 

observe the positive influence of managerial overconfidence on firm value (Gao, Han, Kyoung-Hwa Chung, 

2020). For instance, overconfident managers are considered more innovative and more able to exploit 

investment opportunities (Galasso and  Simcoe, 2012; Hirshleifer et al., 2012), causing higher share prices 

and eventually firm value (Zavertiaeva et al., 2018). Ye and Yuan (2008) report that mana-gerial 

overconfidence has only a short-term effect on firm value, followed by the opposite impact. The 

inconsistent empirical results indicate mediating factors in the relationship between managerial overcon-

fidence and firm value, including operating cash flow.  

Operating cash flow represents firms’ operating abilities to generate operational revenues to pay 

debts, cover operational expenses, and pay dividends (Shi, 2019). Investors will respond to positive (ne-

gative) operating cash flow positively (negatively)(Ni et al., 2019).  Meanwhile, operating cash flow is ar-

guably related to managerial overconfidence. Overconfident managers tend to undertake high-risk pro-

jects. If the projects succeed (fail), they will significantly increase (decrease) operating cash flow and firm 

value. Hence, operating cash flow likely mediates the impact of managerial overconfidence on firm value.  

Prior studies also demonstrate that overconfident managers tend to avoid taxes or exhibit lower tax com-

pliance (Hsieh et al., 2018; Chyz et al., 2019).  Tax avoidance or tax aggressiveness likely negatively af-

fects firms’ reputations and, eventually, firm value (Tang, 2019;  Ullah et al., 2021). Thus, managerial 

overconfidence arguably affects firm value through managers’ tax aggressiveness.  

This study specifically seeks to: (i) test the direct effect of managerial overconfidence on firm value; 

(ii) examine the role of operating cash flow in mediating the effect of managerial overconfidence on firm 

value; (iii) analyze the role of tax aggressiveness in mediating the effect of managerial overconfidence on 

firm value. This study expands the literature on the effect of managers’ behavioral biases on firm value. 

The direct effect of managerial overconfidence on firm value has been well documented by prior studies ( 

Dashtbayaz and Mohammadi, 2016; Shah et al., 2018; Kunjal et al., 2021). However,  the roles of 
operating cash flow and tax aggressiveness in mediating the relationship remain understudied. Besides, 

this study offers practical implications for managers in enhancing firm value and investors in making 

investment decisions. 

 

 

1. LITERATURE REVIEW AND HYPOTHESIS DEVELOPMENT 

Behavioral finance is a new approach in finance studies that combines psychology and finance in 

explaining why individuals frequently make irrational financial decisions (Antony, 2019 ). Investors often 

involve emotional and psychological factors in making financial decisions, frequently leading to biases 

(Kim et al., 2021), including overconfidence (Adebambo and Yan, 2018; Park and Chung, 2017)   Se-veral 

studies, such as  Aabo et al. (2020), and Shah et al. (2018)  also demonstrate that not only investors are 

subject to overconfidence bias in making financial decisions, but also managers.  Overcon-fident managers 

affect firms’ financial performance (Khalishah et al., 2021; Kim et al, 2019;  Leontis and  Dittmann, 2018) 

and market performance (Graham et al., 2009; Hirshleifer et al., 2012). 
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1.1 Managerial overconfidence and firm value 

Zaher (2019) reveals that overconfident managers tend to exaggerate their abilities and knowledge, 

leading to incorrect decisions and lower firm value. Hackbarth (2009) indicates two impacts of mana-gerial 

overconfidence. First, overconfident managers are less willing to utilize external financing and 

consequently invest less. Second, these managers tend to underestimate investment risks. Investors will 

react negatively to these two managerial actions that reduce firm value. Further,  Fairchild (2009) argues 

that overconfident managers’ incorrect investment decisions increase leverage and potential financial 

distress that erode firm value. Prior studies mostly document that managerial overconfidence causes 

financial distress and reduces firm value (Dashtbayaz and Mohammadi, 2016; Shah et al., 2018; Kunjal 

et al., 2021), and only a few of them observe the positive effect of managerial overconfidence on firm 
value (Graham et al., 2009; Hirshleifer et al., 2012).  Based on the above arguments, we propose the first 

hypothesis: 

Hyphotesis H1: Managerial overconfidence negatively affects firm value.  

 

 

1.2 Managerial overconfidence, operating cash flow, and firm value 

Managerial overconfidence is crucial in generating operating cash flow (Jeon, 2019; Yang and Kim, 

2019).  Firms’ ability to generate cash flows is closely associated with managers’ ability to operate their 

firms (Yang and  Kim, 2019). Nevertheless,  managerial decisions may not increase cash flows and even 

reduce them because overconfident managers frequently make overinvestments (Khajavi and Dehghani, 

2016; Zia et al., 2017), which reduce operating cash flow. Meanwhile, cash flows signal firm perfor-mance, 

with positive (negative) cash flows indicate firms’ abilities to operate and generate cash (in)effec-tively ( Ni 

et al., 2019; Pordea et al., 2020). Hence, lower operating cash flow likely reduces firm value (Elahi et al., 

2021). Operating cash flow can also mediate the effect of managerial overconfidence on firm value. The 

above discussion leads us to propose the following hypotheses:  

Hyphotesis  H2: Managerial overconfidence negatively affects operating cash flow. 

Hyphotesis  H3: Operating cash flow positively affects firm value. 

Hyphotesis H4: Operating cash flow mediates the effect of managerial overconfidence on firm   value. 

 

 

1.3 Managerial overconfidence, tax aggressiveness, and firm value 

Managers may exhibit overconfidence deliberately for specific purposes such as tax aggressiveness.  

The previous discussion indicates that managerial overconfidence leads to overinvestments and even-

tually significantly increased assets. Overinvestments in fixed assets increase depreciation costs as a 

deductible expense. Chyz et al. (2019) and Carrer and Slavov (2021) observe that overconfident indivi-

duals tend to expect greater earnings through various cost-reduction means, including lower tax pay-

ments. Prior studies have demonstrated that overconfident taxpayers tend to avoid taxes or exhibit lower 

tax compliance (Hsieh et al., 2018; Chyz et al., 2019).  

Managers reduce tax expenses or exhibit greater tax aggressiveness to generate higher after-tax 

earnings (Huseynov and Klamm, 2012). However, tax aggressiveness has more disadvantages than ad-

vantages (Akbari et al., 2019; Chen et al., 2014) , like lower reputations. Kim et al. (2011) document that 

tax avoidance accumulates bad news. When accumulated bad news can no longer be contained, investors 

will react negatively, leading to lower firm value, as indicated by reduced share prices. Other studies also 

reveal similar findings that tax aggressiveness negatively affects firm value (Tang, 2019; Ullah et al., 2021; 

Arora and  Gill, 2022). While prior discussion argues that overconfidence exhibit greater tax 

aggressiveness, it is also likely that overconfidence has a further effect in the form of reduced firm value. 

Hence, we propose the following hypotheses:   

Hyphotesis  H5: Managerial overconfidence positively affects tax aggressiveness. 

Hyphotesis H6: Tax aggressiveness negatively affects firm value. 
Hyphotesis H7: Tax aggressiveness mediates the effect of managerial overconfidence on firm value. 
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2. RESEARCH METHOD 

Our population is all manufacturing firms listed on the Indonesian Stock Exchange (IDX) in 2010-2019. 

We focus on manufacturing firms for the following reasons: (a) the manufacturing industry is the greatest 

contributor to Indonesian GDP (Gross Domestic Product) in 2020 (19.8%), and the contribution is even 

higher than the average global contribution (16.5%);  (b) the manufacturing industry potentially contributes 

the highest tax proportion to the national GDP (www.kemenperin.go.id). After leaving out observations with 

incomplete data,  we have 116 firms (673 firm-year observations) as the final sample. The data is 

generated from firms’ official websites and the Indonesian Stock Exchange’s website 

(http://www.idx.co.id).  

Following Al-slehat et al., 2020;  Lonkani, 2018, this study uses Tobin’s Q (TOBINQ) as the proxy of the 
dependent variable (firm value). Our independent variable is managerial overconfidence (MO), 

operationalized by following Gao, Han, Kyoung-Hwa Chung (2020). Besides, this study includes operating 

cash flow and tax aggressiveness as the mediating variables. Operating cash flow is measured with the 

operating cash flow or OCF ratio(Al-debi, 2016; Assagaf et al., 2021; Elahi et al., 2021; Nastiti et al., 2019), 

and tax aggressiveness is measured with effective tax rate or ETR (Carrer and Slavov, 2021; Deslandes et 

al., 2019; Hsieh et al., 2018). Lower ETR values indicate higher tax aggressiveness. We use asset 

utilization as the control variable, operationalized with total asset turnover or TATO (Forces et al., 2020; 

Ibrahim, 2020; Lumapow et al., 2017; Ni et al., 2019). This control variable arguably mitigates the size 

effect. Table 1 below presents the detailed operationalization of our research variables.  

 

 
Table 1. Variable measurement 

Variables Measurement 

Dependent Firm Value 
TOBINQ = (MVS+ Debt) / Total Assets 

MVS = market capitalization = closing price x listed shares 

Independent 
Managerial 

Overconfidence 

Select five proxy variables and then calculates the sum to measure 

overconfidence: 

Firms are grouped according to the year and industry.  A firm’s capital 

expenditure is compared with the industry median in the year. If the firm’s 

capital expenditure exceeds the industry median, the CEO is considered 

overconfident, and the variable takes the value of 1 and 0 otherwise. 

We make OLS regressions of total assets growth on sales growth by industry-

year classification. If the residual is greater than zero, the manager is 

considered overconfident, and the value equals 1; otherwise, it equals 0. 

Overconfident managers prefer debt financing; hence we measure the ratio of 

total liabilities to capital. If the debt-to-equity ratio exceeds the industry 

median, the variable value is 1 and 0 otherwise. 

Overconfident managers tend to pay long-term interests and use convertible 

corporate bonds and preferred stock. Therefore, when the firm issues 

preferred shares and convertible corporate bonds, the value is 1; otherwise, 

the value is 0. 

Overconfident managers will reduce dividend distribution. If the firm has no 

dividend distribution, the value equals 1; otherwise, the value is 0. 

Calculate the total score of the above five variables. If the score is equal to or 

greater than 3, the manager is considered overconfident (MO), and the value 

of OC is 1. Otherwise, the manager is considered non-overconfident, and the 

value of OC is 0. 

Mediating 

Tax 

Aggressiveness 
ETR = Tax Expense / Pre-Tax Income 

Operating Cash 

Flow 
OCF = Operating Cash Flow / Total Assets 

Control 
Total Asset 

Turnover 
TATO = Sales / Total Assets 

Source: own  
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The following are estimation models used in this study: 

TOBINQit = βo + β1MOit + β2TATOit+ εit        (1) 

OCFit  = βo + β1MOit + β2TATOit+ εit                 (2) 

TQit  = βo + β1OCFit + β2TATOit+ εit                           (3) 

TQit  = βo + β1MOit + β2OCFit + β3 TATOit+ εit             (4) 

ETRit  = βo + β1MOit + β2TATOit+ εit                 (5) 

TQit  = βo + β1ETRit + β2TATOit+ εit                           (6) 

TQit  = βo + β1MOit + β2ETRit + β3 TATOit+ εit            (7) 

 

Notes:  

TQ = Firm Value (dependent variable) 

MO = Managerial Overconfidence (independent variable)  

ETR = Tax Aggressiveness (mediating variable) 

OCF = Operating Cash Flow (mediating variable) 

TATO = Asset Turn Over (control variable) 

β0  = Constant  

β1–6  = Regression Coefficient 

 

This study initially runs the Chow test as the goodness of fit of our estimation models. This test 

determines whether the common or fixed effect is more appropriate in estimating panel data (Ho: com-

mon effect model, H1: fixed effect model). Next, the Hausman test selects the fixed effect or random effect 

model (Ho: random effect model, Ho: fixed effect model).  Lastly, the Lagrange multiplier test se-lects the 

random or common effect (Ho: common effect model, H1: random effect model).  Ho is rejected when the 

p-value of each test is < 0.05. The Lagrange multiplier test is performed after the Chow and Hausman 

tests. We utilize the Sobel test to analyze the mediating effect (Baron and  Kenny, 1986). 

 

3. RESULTS AND DISCUSSION 

 

3.1 Descriptive Statistics 

Table 2 displays the descriptive statistics of our research variables (minimum and maximum values, 

mean, and standard deviation) from 116 Indonesian manufacturing firms from 2010-2019.  

 
Table 2. Means and standard deviation 

Variable Obs Minimum Maximum Mean Standard deviation 

TOBINQ 673 0.286 8.859 1.643 1.231 

MO 673 0 5 4.007 1.018 

OCF 673 -0.243 0.438 0.066 0.090 

ETR 673 0.001 0.421 0.072 0.078 

TATO 673 -0.014 2.610 1.093 0.446 

Source: Authors collected and processed from Stata 15 
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The average value of Indonesian firms’ values is 1.643, implying that the market appreciates firms’ 

performance by nearly two times their book values on average, with little variation. Managerial 

overconfidence has a mean value of 4.007, suggesting that managers tend to be overconfident.  

 

 

3.2 Classical assumption test 

Table 3 presents the results of the classical assumption tests for all models. First, our normality test 

using the Jarque-Bera test yields a significance value of 0.152>0.05, indicating that the model meets the 

normality assumption. Second, the non-heteroscedasticity test using the Breusch-Pagan/Cook-Weisberg 

test (White’s test) results in a significance value of 0.100<0.05 (0.203>0.05). Hence, the model meets 
the non-heteroscedasticity assumption. Lastly, the  non-multicollinearity test using the variance inflation 

factor (VIF) test yields VIF values <5, suggesting that the model meets the non-multicollinearity as-

sumption.  

 

 
Table 3. Classical assumption test in regression analysis 

Assumption Test Characteristics Criteria Research result 

Normality Jarque Bera test Sig = 0.152 Sig > 0.05 Assumption met 

Non-

heteroscedasticity 

Breusch-Pagan/Cook-

Weisberg test 

Sig = 0.100 Sig > 0.05 Assumption met 

Non-

heteroscedasticity 

White’s test Sig = 0.203 Sig > 0.05 Assumption met 

Non-multicollinearity Varian Inflation Factor VIF MO     = 1.62 

VIF OCF    = 2.07 

VIF ETR    = 2.46 

VIF TATO = 2.84 

VIF < 5 Assumption met 

Source: Authors collected and processed from  Stata 15 

 
The correlation matrix illustrates the relationships between the research variables. Table 4 informs 

that managerial overconfidence is negatively correlated with firm value, operating cash flow , and ETR.  

Next,  operating cash flow is positively correlated with  firm value and ETR is positively correlated with firm 

value. 

 

 
Table 4.  Correlation analysis 

 TOBINQ MO OCF ETR TATO 

TOBINQ 1.000     

MO -0.265 *** 1.000    

OCF 0.426*** -0.250*** 1.000   

ETR 0.494*** -0.295*** 0.494*** 1.00  

TATO 0.137**** -0.077** 0.135*** 0.144**** 1.000 

Source: Authors collected and processed from Stata 15 

 

 

We initially run several tests to determine the appropriate panel data estimation models before testing 

the hypotheses. The Chow test indicates that the fixed effect model is more appropriate for all models.  

Next, the Hausman test suggests that the fixed effect model is more appropriate for all models. However, 

the fixed effect model only relies on the ordinary least square (Gujarati and  Porter, 2009). Thus, our 

analysis utilizes the general least square or cross-section weight on the fixed effect, commonly known as 
the feasible general least square (FGLS). The cross-section estimation coefficient arguably makes our 

model robust (Abadie et al., 2017; Brooks, 2008).  
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3.3 Regression model 

Table 5 demonstrates the results of the seven analysis models, with the fixed effect model being more 

appropriate for all models. 

 

 
Table 5 . Results of regression analysis 

Variables Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 
 

(MO-TOBINQ) (MO-OCF) (OCF-TOBINQ) (MO-OCF-TOBINQ) (MO-ETR) (ETR-TOBINQ) (MO-ETR-

TOBINQ) 

TOBINQ FGLS FGLS FGLS FGLS FGLS FGLS FGLS 

MO -0.349*** -0.038*** 
 

-0.341*** -0.051*** 
 

-0.319*** 

OCF 
  

3.816*** 2.963*** 
   

ETR 
     

7.451*** 7.097*** 

TATO 0.407*** 0.017*** 0.289*** 0.218*** 0.022*** 0.115*** 0.174*** 

Wald chi2 196.00*** 156.19*** 198.96*** 255.46*** 709.88*** 398.67*** 446.81*** 

R-square 0.0842 0.0758 0.1881 0.2139 0.1016 0.2486 0.2637 

Source: Authors collected and processed from Stata 15 

 

 

Model 1 in Table 6 suggests that MO negatively affects TOBINQ, thus empirically supporting hypo-

thesis 1. In other words, overconfident managers reduce firm value. This result is similar to (Dashtbayaz 
and  Mohammadi (2016), Shah et al. (2018), and Kunjal et al. (2021). Next, model 2 indicates that MO 

negatively affects OCF. Thus, overconfident managers tend to reduce operating cash flow. Model 3 

presents that OCF positively affects TOBINQ. Hence, investors appreciate firms with higher operating cash 

flow, leading to greater firm value. Further, model 4 empirically shows that operating cash flow mediates 

the effect of managerial overconfidence on firm value. 

In model 5, MO negatively affects ETR. Please note that lower (higher) ETR values indicate higher 

(lower) tax aggressiveness. Hence, firms led by overconfident managers exhibit greater tax aggressive-ness 

to boost profitability by reducing tax expenses (Huseynov and  Klamm, 2012). Model 6 shows that ETR 

positively affects TOBINQ. The market arguably responds negatively to firms’ tax avoidance due to higher 

sanction risk from tax authorities, which potentially erodes firm reputations. Lastly, model 7 indi-cates that 

tax aggressiveness mediates the effect of managerial overconfidence on firm value. Managerial 

overconfidence not only indicates tax avoidance but also reduces firm value. 

We run the Sobel test, Aroian test, and Goodman test to ensure the mediating effects of operating 

cash flow and tax aggressiveness on the effect of managerial overconfidence on firm value. Table 6 

presents the results of the three tests. In sum, these tests confirm the previous results that operating cash 

flow and tax aggressiveness mediate the effect of managerial overconfidence on firm value. The results 

also suggest the mediation effects belong to partial mediation. According to Baron and  Kenny (1986), 

partial mediation exists when the effect of an independent variable on the dependent variable remains 

significant when the mediating variable is included.  
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Managerial 
Overconfidence

β= -0.038, p < 0.01

Operating Cash Flow

Firm value

ETR

β= -0.051, p < 0.01

β= 3.816, p < 0.01

β= 7.451, p < 0.01

β= -0.349, p < 0.01

β= -0.319, p < 0.01

β= -0.341, p < 0.01

 

Figure 1. Mediation 

 

Table 6. Regression model for mediation 

Mediating Test SE T-stat. P-value 

MO – OCF – TQ    

Sobel 0.019 -7.649 0.000 

Aroian 0.019 -7.634 0.000 

Goodman 0.019 -7.665 0.000 

MO – ETR – TQ    

Sobel 0.024 -15.736 0.000 

Aroian 0.024 -15.729 0.000 

Goodman 0.024 -15.744 0.000 

Source: Authors collected and processed from Stata 15 

 

 

CONCLUSION 

This study analyzes the relationships between managerial overconfidence, operating cash flow, tax 

aggressiveness, and firm value. Our results suggest that managerial overconfidence directly and negati-

vely affects firm value. Besides, operating cash flow and tax aggressiveness mediate the effect of mana-

gerial overconfidence on firm value.  

Theoretically, this study contributes to the literature by extending prior studies on firm value based on 

managerial behavior. In particular, this study documents that firm value tends to be lower when ma-nagers 

are overconfident. Besides, this study integrates financial performance (i.e., operating cash flow) and tax 

avoidance in analyzing the effect of managerial overconfidence on firm value. This issue is relatively 

understudied by prior literature.  

Our results offer several implications for managers and investors. First, manufacturing firms’ mana-

gers can boost firm value by avoiding overconfident behavior to prevent lower operating cash flow and 

mitigate tax avoidance.  Second, investors can stay away from firms led by overconfident managers. This 

study is subject to a caveat: its coefficients of determination (R Square) of models 1 and 2 are below 10%, 

suggesting the limited ability of the managerial overconfidence variable in explaining the variance of the 

firm value and operating cash flow variables. Thus, we advise future studies to add other financial 

performance variables (e.g., cash holding, innovation, or tangibility) to generate a more comprehensive 

illustration of the effect of managerial overconfidence on firm value. 
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 Most Vietnamese family companies are still operating under the control of 
the first generation and are preparing to transfer to the second generation. 

This paper is the first to examine how corporate governance affects the dy-
namic capital structure of listed family companies in Vietnam. We employ the 

dynamic Generalized Method of Moments (GMM) to analyze a balanced 
panel with 987 annual observations of 136 listed family businesses from 

2005 to 2020 in Vietnam. Our empirical findings indicate that board size, 
board independence, and CEO duality reduce the leverage ratio in family busi-

nesses. Our findings support trade-off theory, agency theory, pecking order 
theory, and prior literature. Our findings are relevant for managers in the fam-

ily business to adjust their capital structure which maximizes the shareholder 
benefits actively. 
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INTRODUCTION 

The family business is a popular form of business around the globe. Sciascia and Mazzola (2008) 

define family business as a family business if: (1) The majority of decision-making power rests with natural 

persons who possess equity in a business or belonging to their spouse, parent, child, or direct heirs; (2) At 

least one representative of the family or clan officially involves in the management of the enterprise; (3) 

The founders or owners of the business (equity) or their families or successors own 25% of the businesses. 

One-third of the top 500 companies in the United States are family-owned. Over two-thirds of companies 

are family-owned, accounting for 44% of European listed firms. Family ownership is a common form of 
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corporate organization, and family firm management is a widespread global practice that influences the 

global economy. 

Researchers have examined whether firms should have the optimal leverage ratio because deviations 

from target leverage reduce the firm value (Nguyen et al., 2021). The importance of dynamic capital struc-

ture according to the trade-off theory, any deviation in leverage from the target (optimal) capital structure 

can reduce the value of the firm. However, firms rebalance leverage only when the benefits of the adjust-
ment outweigh its costs. 

We conduct this study in Vietnam for the following reasons. Firstly, the number of listed family 

businesses accounts for more than 25% of the total number of listed enterprises in Vietnam. Moreover, 

the characteristics of family companies are very specific, inherited, and highly private. Our descriptive sta-

tistics also report that the debt ratio of Vietnamese companies is also much higher than that of developed 

countries such as France (23.2%), Germany (19.9%), Japan (30.1%), and the UK (17.9%). Therefore, it is 

necessary to consider the role of corporate governance in the dynamic capital structure of family 

businesses in Vietnam. Finally, it is worth examining this topic in Vietnam, a transitional with different 

market microstructures and business environments compared to emerging and developed economies. 

We collected 987 annual observations from 136 family companies listed on the Ho Chi Minh Stock 

Exchange (HOSE) and Hanoi Stock Exchange (HNX) from 2005 to 2020. To examine corporate governance 

from multiple perspectives, we employ three other proxies of corporate governance board size, board in-

dependence, and CEO duality. We use the dynamic GMM to analyze the impacts of corporate governance 

on the dynamic capital structure of listed family businesses in Vietnam. 

 Our study generates the following striking results. Firstly, an additional board member reduces the 

leverage ratio of family businesses by 1.1%. Secondly, additional independent directors on the board also 

decrease the leverage ratio by around 1%. Moreover, a firm with CEO duality also has 26.1% less debt than 

firms without CEO duality. Our findings align with agency theory, trade-off theory, pecking order theory, and 

prior literature. 

Our study closely relates to Nguyen et al. (2021) because they examine the impact of corporate 

governance on the dynamic capital structure of listed firms in Vietnam. While Nguyen et al. (2021) focus 

on all listed firms, we examine family companies because family businesses encounter different financial 

constraints due to information asymmetry and agency costs. Our study extends Nguyen et al. (2021) 

because we followed Kieschnick and Moussawi (2018) to divide our sample into young and old firms. 

Young companies often face financial constraints in raising capital, affecting the leverage ratio. Therefore, 

our study tests whether the impacts of corporate governance on capital structure remain robust across 

firm age subsamples. 

Our study has several important implications for business managers and the successors of family 
businesses in emerging markets. We suggest that managers improve their access to external equity and 

stock markets to reduce financing costs. However, managers must frequently adjust their capital structure 

to the optimal level to meet the changing competitive environment. Finally, our study is relevant to succes-

sors in family businesses because effective corporate governance mechanism supports them in sustaina-

bly developing their businesses. 

 
 

1. LITERATURE REVIEW 

 

1.1 Capital structure theories 

Supra et al. (2016) indicate that capital structure is a popular research topic. The concept relies on 

firms striving to archive target capital structure for the coming year. Therefore, firms actively adjust their 

capital structure toward the optimal capital structure. Nguyen et al. (2021) identify three underlined 

theories of capital structure: the trade-off theory, the pecking order theory, and the agency theory.  
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Myers and Majluf (1984) have proposed the pecking order theory, which sets out the order in which 

firms' capital is used. Accordingly, companies will prioritize using available capital or internal capital first; 

then, if there is a shortage of capital, they will prioritize borrowing rather than external capital. Ma et al. 

(2017) suggest that family businesses have to pay the higher cost of financing due to informational asym-

metry. Family firms are often more conservative in using external capital, even at the expense of deviating 

from the optimal capital structure to prevent dilution of family control and avoid danger to future 
generations. As a result, retained earnings are the preferred sources of financing. 

Agency cost theory suggests that the optimal capital structure is based on total debt that mitigates 

conflict between owners and managers (Jensen and Meckling, 1976). Specifically for family businesses, 

the owner is concurrently the manager of the business, so the agency is expected to be minimized. In 

contrast, Lin et al. (2011) report higher pressure between the creditor and the family business owner 

because of higher monitoring costs. Crespí-Cladera and Martín‐Oliver (2015) indicated that family 

businesses often require more debt than external capital, combined with characteristic features such as 

succession and long-term investment horizon.  

Trade-off theory suggests that firms balance the benefits of the tax shield of increasing debt with dis-

tress costs (Kraus and Litzenberger, 1973). Family businesses should develop financing strategies to 

reduce their tax burden by using resources more efficiently. The trade-off theory suggests that family firms 

may have a different optimal capital structure. 

 

 

1.2 Board size and capital structure 

Isik & Ince (2016) suggest that firms with larger board sizes have higher financial leverage than firms 

with smaller board sizes. Larger board size will have efficient monitoring effects on the management team. 

Therefore, the management team is motivated to raise the leverage ratio in firms with larger board sizes. 

However, Ezeani et al. (2022) report that board size is negatively related to leverage ratio in Japan, Ger-

many, and France. They argue that a more considerable board size increases pressure on maintaining a 

low leverage ratio to reduce agency costs. As  there are mixed findings between board size and leverage 

ratio, we propose the following hypothesis: 

H1: There is a negative correlation between Board size and leverage ratio 

 

 

1.3 Board independence and capital structure 

Existing literature documents a positive relationship between independent directors and leverage. Out-

side directors prefer to issue loans to restrict management from utilizing free cash flows since they align 

with shareholder interests. Nguyen et al. (2021) report that independent directors are more likely to be 

knowledgeable and connected, making it easier for companies to raise external financing. Alves and Fran-

cisco (2015) and Detthamrong et al. (2017) report a negative correlation between board independence 

and the cost of debt. However, Alves and Francisco (2015) argue that firms with more independent boards 
employ more risky sources of financing, which reduces the leverage ratio. As  there are mixed findings 

between board independence and leverage ratio, we propose the following hypothesis: 

H2: There is a negative relationship between board independence and leverage ratio 

 

 

1.4 CEO Duality and capital structure 

Ghosh et al. (2011)  and Heng et al. (2012) emphasized that CEO duality directly impacts the firm's 

capital structure decisions. Alves and Francisco (2015) and Emamgholipour et al. (2013) both proposed 

that CEO duality prefers more short-term debt than long-term debt. Buvanendra et al. (2017) report that 

CEO duality reduces the leverage ratio in India to prevent agency costs and information asymmetry. There-

fore, we propose the following hypothesis: 

H3: There is a negative relationship between CEO duality and leverage ratio. 
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2. DATA AND ECONOMETRIC MODELS 

 

2.1 Data Source 

We collect an audited report of the listed family business in Vietnam from 2005 to 2020. We classified 

whether firms are family businesses if the chairman has a relative relationship with members of the board 

of directors or the chairman's ownership is above 51%. We follow Duong et al. (2021) and winsorize all 

variables at the 5% and 95% levels to reduce the effects of extreme values. We follow Chou et al. (2019) 

to exclude companies with incomplete sales information, making measurement of sales diversification 

impossible. Moreover, we also follow Duong et al. to remove financial firms because of their unique finan-

cial structure and accounting reporting systems. Finally, we follow Duong et al. (2022) to remove observa-

tions that do not have sufficient information to calculate the required variables. Our final sample is a bal-

anced panel with 987 annual observations of 136 listed family businesses from 2005 to 2020 in Vietnam. 

 

 

2.2 Econometric models 

In the first stage, Following Chang et al. (2015), we model the possibility that each firm's target debt 

ratio may vary over time, 𝐿𝐸𝑉𝑖,𝑡+1
∗  from the following regression: 

𝐿𝐸𝑉𝑖,𝑡+1 = 𝛼𝐺𝑂𝑉𝑖,𝑡 + 𝛽𝑋𝑖,𝑡 + 𝑖,𝑡+1 (1) 

 

Where 𝐺𝑂𝑉𝑖,𝑡 The set of corporate governance variables of the firm I at time t. Following Nguyen et al. 

(2021), 𝐺𝑂𝑉𝑖,𝑡 consists of board size (BSIZE), board independence (BIND), age (AGE), and CEO duality 

(DUALITY); 𝑋𝑖,𝑡  It is a vector of firm characteristic variables. According to Antoniou et al. (2008) and Liao et 

al. (2015), 𝑋𝑖,𝑡  It is a set of firm characteristic variables that trade-off theory holds. Some empirical studies 

find to be the critical determinants of leverage. 𝑋𝑖,𝑡 consists of firm size (SIZE), asset tangibility (TANG), 

depreciation and amortization (DEP), and operating income before depreciation (PROFIT); 𝑖,𝑡+1is the dis-

turbance term with a zero mean and constant variance, and it is uncorrelated with the regressors; α and β 

are unknown parameters. Our primary target measure is the fitted value, 𝐿𝐸𝑉𝑖,𝑡+1
∗  from the regression 

specified by Equation (1). The variable definitions are explicitly described in Appendix A. 

In the second stage, we measure how quickly the firm adjusts to its target leverage from the current 

leverage. We apply the standard partial adjustment model, as in Liao et al. (2015) and Chang et al. (2014), 

as follows: 

𝐿𝐸𝑉𝑖,𝑡+1 − 𝐿𝐸𝑉𝑖,𝑡 = 𝛿(𝐿𝐸𝑉𝑖,𝑡+1
∗ − 𝐿𝐸𝑉𝑖,𝑡) + 𝑖,𝑡+1 (2) 

Where 𝑖,𝑡+1The disturbance term is again uncorrelated with the regressors; 𝛿 is the proportion of the 

deviation from the target leverage based upon the adjustment from period t to period 𝑡 + 1. Following 

Nguyen et al. (2021), when 𝛿 = 1, the firm has fully adjusted its debt to the target leverage, whereas SOA 

< 1 indicates the presence of adjustment costs. 

In the final stage, Following Nguyen et al. (2006) estimate adjustment speed in a single step by sub-

stituting Equation (1) into Equation (2) and rearranging it to obtain a reduced-form dynamic partial adjust-

ment capital structure model: 

𝐿𝐸𝑉𝑖,𝑡+1 =  𝛿𝛼𝐺𝑂𝑉𝑖,𝑡 + 𝛿𝛽𝑋𝑖,𝑡 + (1 − 𝛿)𝐿𝐸𝑉𝑖,𝑡 + 𝑖,𝑡+1   (3) 

 

In this Equation, 𝑖,𝑡+1the error term is uncorrelated with the regressors. The coefficient on the lagged 

leverage ratio is 1 − 𝛿 , where δ is the proportion of deviation from target leverage adjusted from period t 

to period 𝑡 + 1. Because the lagged dependent variable usually correlates with the error term, we first 

regress 𝐿𝐸𝑉𝑖,𝑡, on the lagged book value of leverage and 𝑋𝑖,𝑡 from Equation (1). The 𝐿𝐸𝑉𝑖,𝑡 variable from 

the right-hand side of Equation (3) can be substituted by its fitted value. Nguyen et al. (2021) suggest that 
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the two-step GMM controls firm fixed effects and the potential endogeneity of independent variables. 

Therefore, we apply the system GMM for Equation (3). 

 

 
Appendix A. Definition of Leverage and explanatory variables for leverage 

Variables Definitions 

Dependent variables  

Leverage (LEV) Following Chang et al. (2015), we calculate the book value leverage ratio as: 

𝐿𝐸𝑉𝑖,𝑡 =
𝐷𝑖,𝑡

𝑇𝐴𝑖,𝑡
 

where 𝐷𝑖,𝑡  Denotes the book value of the debt of firm I at time t; and 𝑇𝐴𝑖,𝑡 denotes 

the book value of the total assets. 

Independent variables  

Board size (BSIZE) Following Nguyen et al. (2021), we measure Board size by the total number of direc-

tors on the firm's board. 

Board Independence 

(BIND) 

Following Chang et al. (2015), the percentage of independent directors on the board. 

Age (AGE) Following Chou et al. (2019), age refers to a firm's age. Firm age counted from the 

year it was established to the referenced sample period. 

CEO duality (DUALITY) Following Nguyen et al. (2021), we measure CEO duality as the dummy variable 

equals one if the CEO is also the board chair; otherwise, it is zero. 

Firm size (SIZE) We follow Chang et al. (2015); firm size is proxied by the natural logarithm of total 

assets (lnTA). 

Tangibility (TANG) Hovakimian and Li (2011) measure property, plant, and equipment as a proportion 

of total assets (fixed assets). 

Depreciation (DEP) Following Flannery and Rangan (2006), depreciation is a proportion of total assets. 

Firms with more depreciation expenses need fewer interest deductions provided by 

debt financing. 

Profitability (PROFIT) Following Nguyen et al. (2021), we measure profitability as the earnings ratio before 

interest and tax to total assets. 

Source: own 

 

 

3. EMPIRICAL RESULTS AND DISCUSSION 
 

3.1 Descriptive statistics 
 
Table 1. Summary statistics 

Variable N Mean SD Min Max 

Leverage (LEV) 987 0.493 0.199 0.130 0.817 

Board size (BSIZE) 987 5.997 1.364 5.000 9.000 

Board Independence (BIND) 987 1.251 1.210 0.000 4.000 

Age (AGE) 987 5.630 3.591 0.000 12.000 

CEO duality (DUALITY) 987 0.354 0.478 0.000 1.000 

Firm size (SIZE) 987 3.375 0.782 2.153 4.896 

Tangibility (TANG) 987 0.211 0.173 0.007 0.612 

Depreciation (DEP) 987 0.020 0.017 0.000 0.059 

Profitability (PROFIT) 987 0.066 0.059 -0.001 0.201 

Source: own 
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Table 1 presents descriptive statistics of the variables. The mean leverage ratio was 0.493, and total 

leverage ranged from 0.13 to 0.817; most Vietnamese firms are overleveraged. Following Buvanendra et 

al. (2017), these figures are similar to developing countries; for instance, the leverage ratios in Sri Lanka 

and India are 0.431 and 0.603, respectively. However, Antoniou et al. (2008) report that the debt ratio of 

Vietnamese companies is much higher than that of developed countries such as France (0.232), Germany 

(0.199), Japan (0.301), and the United Kingdom (0.179). A reasonable explanation is that the early devel-
opment stage of the stock market is related to the dominance of the Vietnamese banking industry. 

 

 

3.2 Pearson correlation matrix 

Table 2 shows the correlation matrix between variables. All the correlations are less than 0.5. The 

highest correlation is between board independence and board size with the correlation of 0.44. Therefore, 

multicollinearity is not a problem in our study (Duong et al. 2022). 

 
Table 2. Pearson correlation matrix 

Correlation LEV BSIZE BIND AGE DUALITY SIZE TANG DEP PROFIT 

LEV 1                 

BSIZE 0.029 1               

BIND -0.023 0.440 1             

AGE -0.050 0.182 0.098 1           

DUALITY -0.050 -0.055 -0.040 -0.077 1         

SIZE 0.304 0.226 -0.035 0.074 0.010 1       

TANG -0.104 0.090 -0.033 -0.123 -0.096 -0.060 1     

DEP -0.040 0.108 -0.006 0.016 -0.107 -0.107 0.600 1   

PROFIT -0.271 0.028 -0.017 -0.047 0.010 -0.034 0.027 0.130 1 

Source: own 

 

 

3.3 Estimation results and discussions 

We follow Nguyen et al. (2021), set our sample into two groups, the HOSE and the HNX, and then rerun 

Equation (3) to investigate the influence of corporate governance and firm characteristic on leverage be-

tween these groups. In the HOSE, the sample consists of 90 firms with 673 firm-year observations and 46 

firms with 314 firm-year observations in the HNX. 

 

 
Table 3. The impact of corporate governance on capital structure of family businesses in Vietnam 

Variable Full Sample HOSE HNX 

BSIZE 
-0.011*** -0.008*** 0.209*** 

(<0.001) (<0.001) (<0.001) 

BIND 
-0.010*** 0.012*** -0.181*** 

(<0.001) (<0.001) (<0.001) 

AGE 
-0.044*** -0.007*** -0.077*** 

(<0.001) (<0.001) (<0.001) 

DUALITY 
-0.261*** 0.013*** -1.357*** 

(<0.001) (<0.001) (<0.001) 

SIZE 0.564*** 0.077*** 1.354*** 
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(<0.001) (<0.001) (<0.001) 

TANG 
-1.455*** -0.207*** 0.500*** 

(<0.001) (<0.001) (<0.001) 

DEP 
10.679*** 1.197*** -0.209*** 

(<0.001) (<0.001) (<0.001) 

PROFIT 
-6.743*** -0.689*** -7.260*** 

(<0.001) (<0.001) (<0.001) 

Obs 

J-statistic 

Prob(J-statistic) 

Instrument rank 

987 

4.86E+10 

<0.0001 

70 

673 

3.63E09 

<0.0001 

67 

314 

7.63E-13 

<0.0001 

38 

Note: Table 3 represents the GMM regression results of the full sample, HOSE, and HNX. The data sample comprises 

136 companies with 987 observations of companies in Vietnam from 2005 to 2020. All variable definitions are 

reported in Appendix A. The symbol ***, ** and * represents the significant level at 1%, 5%, and 10% respectively. 

P-values are in the parentheses. 

 

 

Table 3 shows a negative correlation between board size and leverage ratio. Specifically, an additional 

board member reduces the leverage ratio by 1.1%. Ezeani et al. (2022) suggest that a larger board of 

directors puts more pressure on maintaining a low leverage ratio and improving performance. Our results 

are inconsistent with Isik & Ince (2016), who suggest that firms with larger board sizes have higher finan-

cial leverage. Our findings support agency theory, Ezeani et al. (2022), and hypothesis 1 

Table 3 also reports a negative relationship between Board independence and leverage. An additional 

independent director also reduces the leverage ratio by 1.1%. Alves and Francisco (2015) conclude that 

firms with more independent boards employ more risky financing sources, reducing leverage. However, 

our finding is inconsistent with Nguyen et al. (2021) because they argue that Independent directors are 

more likely to be knowledgeable and connected, making it more straightforward for the company to access 

external financing. Our findings also support hypothesis 2. 

Table 3 reports an inverse relationship between CEO duality and leverage ratio. Specifically, firms with 

CEO duality reduce leverage ratio by 26.1% more than firms without CEO duality. CEO duality implies an 

intensive concentration of power and less opportunity for outsiders to monitor the company's actions. 

Firms with duality problems are likely to have high agency costs. The leverage ratio is lower than in firms 

without CEO duality. Our findings align with hypothesis 3. 

Table 3 reports an inverse relationship between the board size and the financial leverage ratio. Our 

results are consistent with hypothesis 4 that firms with more boards on the HOSE can obtain financing 

cheaper through a network of directors and tend to have less debt. The impact of board size on leverage 

ratio varies between HNX and HOSE exchanges. Our findings align with information asymmetry theory, 

Nguyen et al. (2021) and Detthamrong et al. (2017) 

 

 

3.4 Robustness test 

Kieschnick and Moussawi (2018) and Filatotchev et al. (2006) argue that corporate governance im-

pacts capital structure due to different firm ages. In this section, we divide our sample into young firms 

from 0 to 9 years old and old firms over ten years old to test whether our main findings are robust across 

firm age subsamples. 
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Table 4. Robustness test across firm age subsamples 

Variable Younger Firms Older Firms 

BSIZE 
0.127*** -0.069*** 

(<0.001) (<0.001) 

BIND 
-0.015*** 0.022*** 

(<0.001) (<0.001) 

AGE 
-0.115*** -0.062*** 

(<0.001) (<0.001) 

DUALITY 
-0.311*** -0.191*** 

(<0.001) (<0.001) 

SIZE 
0.536*** 0.629*** 

(<0.001) (<0.001) 

TANG 
0.354*** -1.833*** 

(<0.001) (<0.001) 

DEP 
8.148*** 2.430*** 

(<0.001) (<0.001) 

PROFIT 
-4.504*** -5.297*** 

(<0.001) (<0.001) 

Obs 

J-statistic 

Prob(J-statistic) 

Instrument rank 

152 

407,602.5 

<0.0001 

16 

835 

1,020.402 

<0.0001 

70 

Note: Table 4 represents the GMM regression results of a Firm age. The data sample comprises 136 companies with 

987 observations of companies in Vietnam from 2005 to 2020. The young firm subsamples have 152 observations, 

and the old firm subsamples have 835 observations. All variable definitions are reported in Appendix A. The symbol 

***, ** and * represents the significant level at 1%, 5%, and 10% respectively. P-values are in the parentheses. 

 

 

Table 4 reports that larger board sizes encourage young firms to take additional leverage, while larger 

boards discourage older firms from increasing the leverage ratio. Specifically, an additional board member 

increases young firms' leverage ratio by 12.7%. Younger firms must expand their market share, so they 

need external financing to develop business activities. Moreover, increasing debts also provide a tax shield 

for younger firms. Our finding is consistent with the agency theory because larger boards are likely to use 

more debt than equity. On the other hand, an additional board member increases old firms' leverage ratio 

by 6.9%. Cole (2013) suggests that older firms are typically more creditworthy, profitable, and diversified 

than younger firms, so they have lower probabilities of financial distress. Therefore, the impact of board 

size on leverage ratio is only robust in older firms. 

Table 4 indicates that the additional independent board members of young businesses reduce 1.5% 

debt. Alves and Francisco (2015) conclude that firms with more independent boards employ more risky 

financing sources, reducing leverage. In contrast, independent board members in older firms tend to issue 

debts. Independent directors align with shareholder interests. They prefer to issue debt to prevent manag-

ers from taking advantage of free cash flows. Moreover, as independent directors of older firms are likely 

to have more knowledge and information, their network can easily access external funds. Therefore, the 

impact of board independence on leverage is robust in younger firms only.  

Table 4 reports the persistent impacts of CEO duality in reducing leverage ratio across firm age sub-

samples. The CEO duality reduces the leverage ratio by 31.1% in the young firms and 19.1% in the old 

firms. Our findings align with agency theory and Nguyen et al. (2021) 
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CONCLUSION 

We test the effects of corporate governance and board size on the dynamic capital structure of listed 

family businesses in Vietnam. We employ the GMM to analyze a balanced panel with 987 firm-year 

observations from 136 family businesses from 2005 to 2020 in Vietnam. Our analysis indicates that board 

size, board independence, and CEO duality negatively impact the leverage ratio in family businesses. 

Although our study has marginal contributions, it also has the following limitations. Firstly, we focused 

on internal corporate governance mechanisms rather than external mechanisms because of data limita-

tions. Secondly, we have not examined family companies in the Unlisted Public Company Market (UPCoM). 

Therefore, we suggest that future studies examining cross-countries analysis have in-depth insight into 

dynamic capital structure. 
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 The purpose of this research is to determine the effect of profitability drivers 

on firm value using profitability as a mediating variable. This research was 
carried out in the Saudi banking sector between 2011 and 2020. Profit mar-

gin, asset turnover, and equity multiplier were used to measure profitability 
drivers in the study, while return on equity was used to measure profitability 

and stock price performance was used to measure firm value. For the pur-
pose of data analysis, simple and multiple regression of panel data, path 

analysis, and the Sobel test were used in the analysis indirect effect Accord-
ing to the analysis' findings, all profitability drivers have a positive and signif-

icant effect on profitability, and profitability serves as a complete mediator 
between the profit margin, the equity multiplier, and stock price performance, 

as well as a partial mediator between asset turnover and stock price perfor-
mance. This study fills a gap in the literature in this field, as I have not found 

a study that tests the relationship between these variables within this meas-

urement model, particularly in Saudi Arabia. 
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INTRODUCTION 

Financial analysis using financial ratios is one of the most important tools that can be used to judge 

the financial stability of companies and their long-term growth opportunities (Mysková, 2017). The study 

of performance in the specialist literature makes up a considerable portion of the domestic and interna-

tional economic and financial literature. Performance, in all of its forms, both macro and micro, is a true 

lever that can ensure success in a specific sector or activity, under the specific competitive conditions that 

exist in the economy market (Burja and Mărginean, 2014). For any business in the private sector there are 

numerous of models to describe how well the business is running. Among these the DuPont model was 

created in the early 1900s but is still a model valid to use for assessment of the profitability. Although 

using the DuPont model for risk analysis is not widespread, it can be useful if you wish to speak the lan-

guage of business as a risk analyst (Sheela and Karthikeyan, 2012).  

The Dupont is an extremely effective financial analysis tool. It breaks shareholder returns into catego-

ries, that make a much better understanding financial health. As for (Csikosova et al., 2019), they define 
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financial health by the ability of a company to maintain a balance against changing conditions in the envi-

ronment and relates to everyone who participates in business. Financial health refers to the state of a 

company's finances, including profitability, financing, liquidity, asset usage, and market value. Financial 

statements are a great way to learn about your financial situation. 

Profitability is defined as the outcome of policies and decisions that may be quantified using financial 

ratios like earnings per share (EPS), return on equity (ROE), return on assets (ROA), and profit margins 
(PM). The DuPont Model is one of the most important financial models because it added a lot of under-

standing to financial analysis and the recognition of important and indispensable details that are required 

to have a comprehensive look at two important indicators of a company's profitability: return on assets 

(ROA) and return on equity (ROE). 

The DuPont model, developed in the United States by the DuPont Firm in 1920, has provided several 

explanations for gauging company profitability as a metric of business performance. This methodology is 

well-known in the United States for providing a comprehensive view of profitability analysis and awareness 

of the key factors that influence asset and equity profitability. 

 The DuPont approach breaks down the return on assets (ROA) and return on equity (ROE) into a col-

lection of variables that influence both. Profit margin and asset turnover rate, which are the two elements 

that affect the chance of obtaining a high rate of return on the company's assets, are two factors that 

influence a company's profitability as measured by return on assets (ROA), according to the model. 

ROA = Profit Margin × Total Assets Turnover 

Profit margin is a key indicator of sales profitability, as well as the efficiency of the operating company 

in managing its sales and the impact of that efficiency on the company's net profits; the higher the per-

centage, the more efficient the company is in managing its sales, which reflects in higher profits. The asset 

turnover ratio, on the other hand, is a measure of a company's activity that is thought to be a reflection of 

the company's efficiency in managing its assets and the ability of those assets to generate profits. A higher 

asset turnover ratio indicates the company's efficiency in asset management. 

Also, according to the model return on equity (ROE) is influenced by two factors: returns on assets 

(ROA) and financial leverage. 

ROE DuPont = ROA DuPont x EM     

Or ROE= Profit Margin  × Total Assets Turnover × Equity Multiplier     

The return on assets (ROA) is a key metric for determining the profitability of a company's investments 

and its efficiency in generating profits from those investments. It is one of the operational performance 

indicators, and it monitors the extent to which the company's assets are exploited to generate profits. 

The return on assets (ROA) is a measure of a company's profitability in relation to its total assets and 

is also known as the return on investment (ROI) (Aowad Allah and Alshreef, 2016). High rates of return on 

assets show a company's effective investment management. The financial leverage multiplier assesses 

the company's financing policy and its reliance on external finance, as well as the impact of that policy on 

profitability. 

Many scholars have spent the last few years investigating the relationship between profitability and 

company market value by studying the relationship using a variety of profit and market value measure-

ments. Since (Ball and Brown, 1968) studied the relationship between profitability and market value and 

concluded that the explanatory power in that relationship does not exceed 10 percent, many researchers 

have focused on making this relationship a wide field of research from different aspects. Profitability has 

a significant informational content that reflects the financial decisions made by the firm's decision makers, 

and that information can be reflected in the market if financial market investors can invest in that infor-

mation and reflect it on the market value of the financial security. 

The fluctuation in stock prices indicates the firm's worth. Poor stock prices suggest a low firm's value, 

implying that investors have little interest in investing their money in it. High stock prices, on the other 

hand, demonstrate investors' faith in the company since it is seen as valuable. The value of a company 
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that has already gone public will be reflected in the market value of its stock price. The firm's value will rise 

due to its high stock price (Natsir and Yusbardini, 2019). 

Many financial management scholars agree that maximization of shareholder wealth is the most im-

portant goal. This goal considers most of the factors that the profit maximization goal overlooks, such as 

the time of return. Shareholders should assess available cash flows, according researchers. Profit maximi-

zation, on the other hand, is not overlooked because it is considered one of the most important goals for 
any company to stay in business. To accomplish profit maximization, the financial management only en-

gages in activities that are projected to increase the company's overall earnings. The financial manager 

would choose the option that is predicted to yield the maximum monetary return for each option investi-

gated (Gitman, 2009). 

This study aims to test the effect of ROE drivers as components of the DuPont model on stock price in 

the Saudi banking sector. 

As a result, the study's objectives are divided into four primary axes: 

− To examine the direct impact of profitability drivers on profitability by using DuPont model 

− To examine the direct impact of profitability on share price performance. 

− To examine the direct impact of profitability drivers on share price performance. 

− Using profitability as a mediating variable in this relationship, determining the indirect influence of 

profitability drivers on stock price performance. 
 

So, the main question of this study is there a direct relationship between the determinants of profita-

bility and share price performance? Does profitability play the role of mediator between the determinants 

of profitability and share price performance? 

This is the first study, according to the researcher, to look at the impact of the DuPont model compo-

nents on the market performance for Saudi banks sector and by following the indirect impact methodology, 

with profitability as a mediating variable. Furthermore, this research is necessary due to the DuPont mod-

el's utility in financial analysis, which allows us to learn about the strengths and weaknesses that affect a 

company's financial performance.  

 

 

1. LITERATURE REVIEW 

We'll look at some previous studies that investigated the relationship between the variables in the 

study. As a result, the literature will be divided into two categories: research on the relationship between 

profitability determinants and ROE using the Dupont model and research on the impact of profitability on 

market value. 

 

 

1.1 The effect of profitability drivers on profitability 

Pouraghajan et al. (2012) investigated the impact of financial leverage on Iranian firms' financial per-

formance as measured by return on equity and return on assets. They concluded that financial leverage 

has a negative impact on financial performance and asset turnover has a positive impact on financial 

performance. 

The researchers in the Addae et.al. (2013) study looked at the influence of debt on company profita-

bility in Ghana from 2005 to 2009. Short-term debt (STD) and return on equity (ROE) have a positive link, 

but long-term debt (LTD) and return on equity have a negative relationship, according to the study (ROE). 

Berzkalne and Zelgalve (2014) attempted to discover the relationship between return on equity (ROE) 

and several factors, including return on assets (ROA), return on sales (ROS), trading ratio, and capital struc-

ture ratios, using a sample of Latvian companies from 2004 to 2012. The researchers discovered a link 

between return on assets (ROA) and return on equity (ROE), as well as a negative relationship between 

capital structure and return on equity ratios (ROE). 
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From 2003 to 2011, the researcher Hatem (2014) investigated the factors that influence company 

profitability in Italy, Switzerland, and Sweden. In addition to return on sales (ROS) and earnings per share, 

the researcher employed both metrics of return on assets (ROA) and return on equity (ROE) to determine 

profitability. Growth, monetary rate, the size and age of the organization all have an impact on the profita-

bility of these businesses, according to the report. 

The Mubin et al. (2014) study aimed to learn the components of return on equity (ROE) within the 
DuPont model by applying it to companies from various sectors in Pakistan from 2004 to 2012. The study 

concluded that one of the most influential factors on return on equity (ROE) was asset turnover rate, while 

profit margin and equity multiplier had no effect.  

Kim (2016) attempted to evaluate the financial performance of a food distribution company in Korea. 

To achieve the goal, this study used DuPont analysis to calculate ROE and ROA ratios. Profit margin and 

asset turnover both had a positive and statistically significant impact on return on equity, whereas financial 

leverage had a negative impact. 

Using the DuPont model, (Altahtamouni al., 2018) investigated the impact of return on assets and 

financial leverage on the profitability of Saudi industrial enterprises. It was discovered that both independ-

ent factors have a beneficial impact on the profitability of industrial enterprises, as assessed by return on 

equity. 

Bunea. et. al. (2019) investigated the impact of five variables on the ROE of a group of Romanian 

enterprises, including asset turnover and financial leverage. They discovered that asset turnover and fi-

nancial leverage have an impact on ROE. 

The major goal of (Weidman et. al., 2019) was to conduct a cross-sectional macroeconomic analysis 

of the factors that influence return on equity (ROE) in US, German, and Japanese industries. The authors 

discovered that net profit margin is the most important factor of ROE in the three nations after analyzing 

data for all manufacturing enterprises. The least important determinant of ROE is assets turnover in the 

USA and Germany, and equity multiplier in Japan. 

 

 

1.2 The effect of profitability on share price performance 

Manoppo (2015) investigated the impact of ROE, ROA, ROS, and EPS on stock price. It was determined 

that all measures have a positive and statistically significant effect on the share price. 

Sukmawati and Garsela (2016) sought to investigate the impact of ROE and ROA on the stock price of 

a sample of Indonesian corporations. They discovered a positive relationship between ROA and stock price, 

but a negative relationship between ROE and stock price. 

Utami and Darmawan (2019) concluded that there was no effect of ROE on the share price of Indone-

sian industrial companies after testing the effect of debt ratio, ROE, ROA, EPS, and market value added. 

Lusiana (2020) investigated the impact of ROE and earnings per share on Indonesian food and bev-

erage company share prices from 2015 to 2018. It was concluded that the ROE has a positive and statis-

tically significant effect on the stock price of those companies.  

 
 

2. METHODOLOGY 

 

2.1 Population and Sampling 

Banking plays a vital role in the entire development financing program as a fundraiser, an investment 

and working capital financing institution, and an institution that channels cash to underfunded individuals. 

Banks, as public trust institutions and members of the monetary system, are in a unique position to aid 

economic development. All 11 banks were chosen without exception for the study sample. All the data in 

the study comes from Saudi bank financial statements from 2011 to 2020. Because it is one of the largest 

publicly traded corporations in terms of market capitalization, the Saudi banking sector was picked. 
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Furthermore, it is a significant component of the MT30 leading stock index. Data for the study were gath-

ered between 2010 and 2019. 
 

According to the findings, all determinants of profitability affect profitability as measured by return on 

equity, and profitability acts as a mediating variable to transform the indirect effect of determinants of 

profitability to share price performance. 

 

 

2.2 Research Variables  
 

The following variables will be used to serve the study's purposes, as shown in Table 1: 

 

 
Table 1. Variables & Formula 
 

Variable Proxy Descriptions Formula 

Dependent Variable    

Market Value SP Share price Ending share price 

Mediation Variable    

Profitability ROE Return on Equity Net income / Total Equity 

Independent Variables    

Profitability Driver (1) PM Profit Margin Net Income / Sales 

Profitability Driver (2) AT Assets Turnover Sales / Total Assets 

Profitability Driver (3) EM Equity Multiplier Total Assets / Total Equity 
 

Source: own 

 

 

2.3 Research Hypotheses  

The hypotheses are developed based on the study's objectives and significance in order to test the 

relationship between the variables. 

 

2.3.1 The direct effect of profitability drivers on share price performance 

H01: Profit margin has no statistically significant effect on share price. 

H02: The asset turnover has no statistically significant effect on share price.  

H03: Equity multiplier has no statistically significant effect on share price. 

 

2.3.2 The effect of profitability drivers on profitability 

H04: Profit margin has no statistically significant effect on return on equity. 

H05: The asset turnover has no statistically significant effect on return on equity.  

H06: Equity multiplier has no statistically significant effect on return on equity. 

 

2.3.3 The Effect profitability drivers on share price performance with profitability as    

           mediating Variable 

H07: Profitability mediates the effect of profit margin on share price 

H08: Profitability mediates the effect of asset turnover on share price 

H09: Profitability mediates the effect of Equity multiplier on share price 
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2.4 Data Analysis 

The ordinary least squares method (OLS) and Panel Data will be used to examine the study's hypoth-

eses according to the following models in the simple & multiple linear regression examination.  

The direct effect of profitability drivers on share price performance: 

 

SP = α + β1 PM + 𝜀𝑖    (1) 

SP = α + β1 AT + 𝜀𝑖    (2) 

SP = α + β1 EM + 𝜀𝑖    (3) 

 

The effect of profitability drivers on profitability: 

  

ROE = α + β1 PM + 𝜀𝑖    (4) 

ROE = α + β1 AT + 𝜀𝑖    (5) 

ROE = α + β1 EM + 𝜀𝑖    (6) 

 

The effect profitability drivers on share price performance with profitability as mediating Variable: 

SP = α + β1 PM + β2 ROE 𝜀𝑖    (7) 

SP = α + β1 AT + β2 ROE 𝜀𝑖    (8) 

SP = α + β1 EM + β2 ROE 𝜀𝑖    (9) 

 

Path analysis is a technique for analyzing the cause and effect relationships that occur in multiple or 

simple regression when the independent variable directly and indirectly affects the dependent variable 

(Retherford and Choe, 1993). The sobel test is used to demonstrate the significant impact of the generated 

mediating variable on the path analysis. The sobel test measures the strength of the indirect effect of the 

independent variables profit margin, assets turnover, and equity multiplier on the dependent variable 

share price via the mediating variable ROE. 

Throughout those equations, the effect of profitability drivers on share price performance will be stud-

ied by multiplying profitability drivers coefficient in the fourth, fifth, and sixth equations by profitability co-

efficient in the seventh, eighth, and ninth equations. 

b indirect= (a) (b) (Mackinnon and Dwyer 1993) 

Whereas b indirect is the indirect affection coefficient of the independent variable on the dependent 

variable, we investigate the indirect affection indication of the independent variable on the dependent 

variable using the (T test) and the following equation: 

T indirect= b indirect / Sb indirect 

Whereas (Sb indirect) is the standard error of the indirect affection coefficient, which is calculated 

using the following equation (Sobel 1982): 

2 2 2 2

b a bs b s a s= +
 

Whereas: 
 

b: mediate variable coefficient 

a: independent variable coefficient 

Sb: standard error of mediate variable 

Sa: standard error of independent variable  

 

 

3. REGRESSION ANALYSIS RESULTS 

Simple linear regression analysis with many regression models was used in this study to determine 

the direct relationship between independent variables and dependent variables, and indirect relationship 
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between independent variables and dependent variable through mediation variable by using EViews pro-

gram.  

 

 

3.1 Results of the direct effect of profitability drivers and profitability on share price  

       performance 

Table 2 illustrates the impact of profit drivers on share price performance, where it is clear that the 

relationship between the variables is direct and there is a statistically significant positive effect of profit 

drivers on share price performance at 1% significance level for profit margin and asset turnover, and 10% 

significance level for equity multiplier. The results show that the asset turnover is the most important var-

iable in explaining the change in share price performance, while the equity multiplier is the least important. 

We see through the table the decrease in the explanatory power (R-squared) of the profitability drivers for 

the change in the share price performance.  

 

 
Table 2. Results of direct effect of profitability drivers on share price performance 

Variables Coefficient Std. Error t-Statistic Prob. R-squared Result 

PM 24.16596 7.147745 3.380921 0.0010 0.095709 Significant 

AT 651.0434 143.0239 4.551990 0.0000 0.160974 Significant 

EM 1.347663 0.763731 1.764579 0.0805 0.028023 Significant 

Source: Authors collected and processed from EViews program 

 

 

3.2 Results of the effect of profitability drivers on profitability 

Table 3 illustrates the results of the effect of profit drivers on profitability, where we see that all profit-

ability drivers have a statistically significant effect on profitability at the level of significance of 1%. The 

results show that the profit margin is the most important profitability driver in explaining the profitability 

change, while the equity multiplier is the least important. According to the findings, the profit margin is the 

most profitability drivers explaining the change in profitability, with a value of 51.8 percent of (R-squared), 

which means that the profit margin explains around 52 percent of the changes in profitability, followed by 

asset turnover and then equity multiplier as the least explanatory power. 

 

 
Table 3. Results of the effect of profitability drivers on profitability  

Variables Coefficient Std. Error t-Statistic Prob. R-squared Result 

PM 0.223507 0.020740 10.77667 0.0000 0.518151 Significant 

AT 3.086740 0.544980 5.663954 0.0000 0.229014 Significant 

EM 0.012604 0.002830 4.453037 0.0000 0.155125 Significant 

Source: Authors collected and processed from EViews program 

 

 

3.3 Results of the effect profitability drivers on share price performance with  

       profitability as mediating Variable  

The effect of profitability drivers on share price performance was mediated by profitability in this study. 

The path coefficients for models are shown as follows in Table 4 and Figure 1: 
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Table 4. Results of the effect of profit drivers on share price performance with profitability as mediating variable 

(Results of path analysis tests) 

Variables Coefficient Std. Error t-Statistic Prob. R-squared F-value 

PM -13.92383 8.991781 -1.548506 0.1245 0.316824 24.81074* 

ROE 170.4187 28.95894 5.884840 0.0000   

AT 291.3709 146.6316 1.987096 0.0495 0.326373 25.92077* 

ROE 116.5218 22.73309 5.125647 0.0000   

EM -0.465651 0.706211 -0.659366 0.5111 0.304341 23.40548* 

ROE 143.8706 22.06855 6.519258 0.0000   

Source: Authors collected and processed from EViews program 

 
 

Table 4 illustrates the results of the effect of profit drivers on share price performance with profitability 

as mediating variable through multiple regression for each independent variable with mediation variable. 

It is clear that the profit margin and equity multiplier have no effect on share price performance, and we 

can see that asset turnover has a statistically significant effect on share price performance at 5% signifi-

cance level, with profitability acting as a mediating variable in each equation. We can conclude that profit-

ability plays a complete mediation role between profit margin, equity multiplier and share price perfor-

mance based on the lack of statistical significance for the effect of each profit margin and equity multiplier 

on share price performance when profitability is included as a mediating variable. We also conclude that, 

because the effect of asset turnover has statistical significance when profitability is included as a mediat-

ing variable, profitability serves as a partial mediator between asset turnover and share price performance. 

(Baron and Kenny,1986) (MacKinnon. et. all.,2007). Based on previous results, the path coefficients can 

be described as follows: 

 

 
Figure 1. The model's path coefficients 

 
Source: own 

 

3.4 The Sobel test results in detecting the effect of a mediating variable 

Table 5 shows the results of the Sobel test, which revealed that profitability had a significant effect in 

mediating the relationship between variables.  
 

Table 5. Sobel Test Results 

Result p-value T Path 

Significant 0.0000 5.1649 PM      ROE     SP 

Significant 0.0000 4.0808 AT       ROE     SP 

Significant 0.0000 3.6774 EM      ROE     SP 

Source: own 
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4. DISCUSSION  

The purpose of this study was to investigate the effect of profitability drivers on share price perfor-

mance with profitability as mediation variable.  

The study's findings revealed that all the profitability drivers included in the study model have a positive 

and statistically significant effect on profitability. Regarding the impact of the profit margin on profitability, 

this result is consistent with the study (Kim, 2016; Weidman et. al., 2019) but is contradicts the findings 

of (Mubin et al., 2014). This result confirms that the profitability of sales achieved with Saudi banks is an 

important factor in the profitability of owners, as the greater the ability to achieve profits from sales, the 

greater the profitability of owners. 

In terms of the impact of asset turnover, this result is consistent with (Mubin et al., 2014; Kim, 2016) 
and (Bunea et. al., 2019) and does not consistent with findings of (Weidman et. al., 2019). This result 

shows that the profitability of owners in Saudi banks depends on the efficiency of the banks in managing 

their assets to generate sales, which is thus reflected on their profitability. 

As for the impact of equity multiplier on profitability, this result is consistent with (Bunea et. al., 2019) 

and is inconsistent with (Pouraghajan et al., 2012; Addae al., 2013), (Berzkalne and Zelgalve 2014), (Kim, 

2016), (Altahtamouni et. al., 2018; Weidman et. all., 2019). This result confirms that the higher the finan-

cial leverage used by Saudi banks, the higher the profits achieved. This explains the extent to which the 

banks depend on external sources of financing, which are considered a debt to the banks, The more ex-

ternal sources, the less dependence on internal sources of the owners' money, and thus the owners' prof-

itability increases. 

As for the impact of profitability on the share price performance, it was found through the results when 

entering profitability with each of the profitability drivers that profitability has a positive and statistically 

significant impact on the performance of the stock, and this result is consistent with Manoppo (2015), 

Sukmawati and Garsela (2016) and Lusiana (2020) and does not agree with Study result (Utami and 

Darmawan, 2019). This result confirms the interest of investors in the Saudi market in reading the financial 

statements of Saudi banks and the reflection of those profitability data in the market share price. 

As for testing the effectiveness of profitability in mediating profitability drivers on share price perfor-

mance, the results showed that profitability was able to play the role of the mediating variable in transfer-

ring the causal effect from the independent variables (profitability drivers) to the dependent variable (share 

price performance). The results showed that profitability is capable to mediate the effect of profitability 

drivers and on share price performance. This means that profit margins, asset turnover, and equity multi-

plier must all be optimized in order to generate profit. Profitability will increase the firm's value. In other 

words, if the firm's profitability is poor, good profit margins, asset turnover, and equity multiplier will not be 

able to increase its value. 

 

 

CONCLUSION  

This study tested the effect of profitability drivers on share price performance as a market value 

through the profitability as a mediating variable by applying on Saudi banks. This study is considered a 

new contribution to the related literature because it tackles a very important topic that has not been tested 

by many studies, especially in the Saudi market, which is considered one of the more important emerging 

markets. According to the researcher, this is the first study that investigates this model and its application 

to Saudi banks, which are considered one of the largest publicly traded companies in terms of market 

capitalization. According to the results, all profitability drivers have a positive effect and statistical signifi-
cance on profitability, and profitability acts as a complete mediator between the profit margin, the equity 

multiplier, and stock price performance, as well as a partial mediator between asset turnover and stock 

price performance. 
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 The problem of forecasting financial indicators and exchange rates refers to 

one of the most difficult and topical economic and financial tasks. The inter-
est and complexity of forecasting the currency exchange rate in Ukraine has 

increased manifold since the beginning February 24, 2022 of a full-scale war 

between Russia and Ukraine. Forecasting the exchange rate in Ukraine has 
become extremely important primarily for the existence of the national econ-

omy in military conditions and prevention of bankruptcy of enterprises. The 
object of research is the average exchange rate of the US dollar to the Ukrain-

ian hryvnia. The subject of the research are the instrumental and economic-
mathematical methods of artificial intelligence, the theory of fuzzy sets, ge-

netic algorithms, which enable a verified forecast of the exchange rate in 
Ukraine for a period of one year. The hypothesis of the study is the assump-

tion that the exchange rate of the Ukrainian currency under the war condi-
tions will fall 2-7 times within 1 year. The purpose of the research is to fore-

cast the currency exchange rate in Ukraine in the conditions of war using 
methods of neurolinguistic modeling, based on a linguistic description of the 

factors influencing the exchange rate, as well as to obtain linguistic and quan-
titative forecast values to reduce the risks of bankruptcy. 16 factors of influ-

encing the currency exchange rate in Ukraine grouped into economic, politi-
cal, military factors have been identified and also described in a linguistic 

form. A neurolinguistic economic-mathematical model of forecasting the cur-
rency exchange rate in Ukraine was developed and a forecast of this indicator 

for 1 year was made. The results of the study suggest that the currency ex-
change rate in Ukraine can decrease more than twice within 1 year which 

can create a risk for the bankruptcy of enterprises. The dependence of the 
currency exchange rate of Ukraine on the state of the economy and the war 

was also plotted. 
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INTRODUCTION 

The issue of forecasting exchange rates is one of the most topical and difficult tasks of modern sci-

ence. Existing methods, indices and algorithms for the most precise forecasting of financial indicators do 

not provide accurate verified forecasts. Such a situation necessitates constant search for methods to solve 

this problem. Classical mathematical methods of forecasting, technical and fundamental analyses, analy-

sis are constantly improved, but now they fail to provide the specified boundary conditions set by financiers 

(Yan et al., 2021). The purpose of the forecast is definitely to obtain the maximum benefit for all the finan-

cial market participants. To achieve this goal, it is necessary to provide the most accurate possible forecast 

of the dynamics and values of the financial indicator (the currency exchange rate in Ukraine). This task is 

complicated by the war unleashed February 24, 2022 in Ukraine. The war factor brought about completely 
new conditions and added new problems to the solution of this task. It has almost changed the existing 

system of forecasting currency rates in Ukraine. Only some scientific works (Kozlovskyi, 2001) offer an 

attempt to forecast the exchange rate in Ukraine taking into account the indicator of "force majeure cir-

cumstances (catastrophe, disaster, military actions)".  

On the basis of the research (Kozlovskyi, 2001), a scientific school for forecasting complex economic 

processes was established to propose and incorporate the methods of fuzzy logic and genetic algorithms 

in solving various economic problems. The scientific results obtained in these studies enable us to draw a 

conclusion about the effectiveness of the methods of neurolinguistic modeling and the method of the the-

ory of fuzzy sets in solving various economic problems. This allows us to conclude that incorporating the 

methods of neurolinguistic modeling, namely the apparatus of the theory of fuzzy sets is quite reasonable 

to solve the problem of forecasting the exchange rate in Ukraine in the conditions of war.  

Methods of forecasting financial indicators became widely used with the hyperactive development of 

the world cryptocurrency market in the world economy. This process of cryptocurrency market development 

also triggered the search for methods of qualitative forecasting of financial indicators and their values in 

the short and long term. Modern tendencies in the world economy and financial sphere testify that the task 

of forecasting financial indicators is extremely indispensable (Okuneviciute Neverauskiene et al., 2021). 

Suffice it to mention the economic, financial and political aspect of forecasting the exchange rate. The 

exchange rate is a special financial indicator that depends on the state of the country's economy, on the 

legislative aspects of the exchange rate regulation of the central bank and financial institutions, as well as 

on government policy, which may largely depend on world financial institutions, such as the International 

Monetary Fund (IMF, 2022), the World Bank (The World Bank, 2022), the World Trade Organization (WTO, 

2022) and others. Such institutional dependence of the exchange rate complexifies the process of its 

forecasting. The exchange rate has a definite tendency to be described by qualitative rather than quanti-

tative characteristics. In this respect, the best methodological approach to modeling and forecasting eco-

nomic and financial indicators are the methods of neurolinguistics modeling.  

Incorporating neurolinguistic modeling methods will enable to describe the war factor in Ukraine as 

well as other factors of direct and indirect influence (such as the policy of the National Bank of Ukraine, 

international support of Ukraine, political stability in the state, etc.), and qualitatively forecast the exchange 

rate in Ukraine. On the basis of the most accurate forecast values obtained, financial and economic agents 
will be able to plan their activities indicatively, in order to avoid bankruptcy in war conditions. 

 

 

1. LITERATURE REVIEW 

Virtually any economic entity experiences the influence of exchange rate fluctuations on its financial 

results. Direct macroeconomic implications are also documented in the literature (Kudej et al., 2021). 

Knowing the range of changes in the exchange rate can prevent the bankruptcy of enterprises that ensure 

the economic development of the state (Dankiewicz, 2020; An et al., 2020; Karas and Reznakova, 2018). 

In these conditions, the urgent task is not only to minimize currency risks, but also to forecast its level. The 

influence of currency risks on the state of the state's financial sector is highlighted in the works of numer-

ous modern economists. Thus, in the study (Radhwan et al., 2015) it is proposed to use the differential 

evolution method for forecasting exchange rates and the genetic algorithm method for model optimization. 
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The authors (Radhwan et al., 2015; Khodaparasti, 2014) also compared the accuracy of their proposed 

model with modeling based on regression of support vectors. The results of this experiment showed clear 

advantages of differential evolution methods based on chaos theory and genetic algorithm with previously 

existing approaches.    

Classical and modernized linear programming and regression analysis methods were shown in the 

work of Meade (2002), in which the author concluded that linear modeling of the exchange rate shows a 
more accurate forecast compared to non-linear modeling for a local, short period. Meade N. (2002) used 

a linear AR-GARCH model in contrast to the work of Sharma et al. (2021), which proved the effectiveness 

of using both symmetric and asymmetric models of autoregressive conditional heteroscedasticity (GARCH) 

in forecasting the volatility of five developing countries, such as China, India, Indonesia, Brazil and Mexico. 

Lin et al. (2012) tried to address the nonlinear and non-stationary characteristics of financial time 

series such as foreign exchange rates through proposing a hybrid forecasting model using empirical mode 

decomposition (EMD) and least squares support vector regression (LSSVR) for foreign exchange rate fore-

casting. EMD was used to decompose the dynamics of foreign exchange rate into several intrinsic mode 

function (IMF) components and one residual component. 

Strozzi & Zaldivar (2005), and Strozzi & Comenges (2006) introduced the application of state space 

reconstruction techniques to estimate state space volume and its variation. They defined a trading meth-

odology by considering a sort of acceleration in a high dimensional state space system as a kind of mo-

mentum indicator similar to those used in financial technical analysis. This trading methodology has been 

applied to high-frequency exchange rates between the US Dollar and 18 other foreign currencies from the 

Euro zone. They concluded that, in terms of prediction power, high-frequency foreign exchange time series 

have a different behavior from a random walk, i.e. are more predictable. In this sense a certain amount of 

determinism is embedded in the analyzed financial time series that made their prediction more accurate 

than a random walk. 

Qia and Wu (2002) Employed neural network (NN) to study the nonlinear predictability of exchange 

rates for four currencies at the 1-, 6- and 12-month forecast horizons. They found that neural network 

model with market fundamentals cannot beat the random walk (RW) in out-of-sample forecast accuracy. 

In general, the model performed more poorly when it becomes more complex or when the forecast horizon 

extends. Their overall results were more on the negative side and suggested that neither nonlinearity nor 

market fundamentals appear to be very important in improving exchange rate forecast for the chosen 

horizons. 

The problem of forecasting exchange rates in the world economy and finance acquired a new meaning 

after the onset of Covid-19 pandemic. Thus, in the research of Zu (2022) and Chukurna et al. (2019), it 

was proposed to use machine learning models (interpretable machine learning, IML) for forecasting 12 
exchange rates of currencies. The results of this study indicate that machine learning methods are best 

suited for forecasting the exchange rate in the short term on small sets of input data. 

Asadullah et al. (2021) proposed to use a combination of time series models i.e, ARIMA (Al-Gounmein 

& Ismail, 2020), an exponential smoothing model i.e., Naïve (Dunis et al., 2008), and one multivariate 

model – Non-Linear to forecast the exchange rate Auto Regressive Distributive Lag ie, NARDL. The results 

proved that NARDL outperforms all individual models, i.e., ARIMA, Naïve, and exponential smoothing. By 

applying a combination of different models via different techniques, the combination of NARDL and Naïve 

models outperforms all individual and combined models by scoring the least MAPE value, i.e., 0.612. Fur-

ther evidence shows that the combination of models plays a vital role in forecasting, as stated by Poon and 

Granger (2003). 

Thus, the existing methods of forecasting the currency exchange rate are basically quantitative and 

have both their strong and weak points: forecast terms, verification, amount of data, etc. The analysis 

shows that qualitative characteristics are practically not used for forecasting the currency exchange rate.  

The purpose of the research is to forecast the currency exchange rate in Ukraine in the conditions of 

war using methods of neurolinguistic modeling, that incorporates a linguistic description of the factors 

influencing the exchange rate, as well as to obtain linguistically and quantitatively expressed forecast val-

ues to reduce the risks of bankruptcy. 
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2. METHODOLOGY  

To build a neurolinguistic mathematical model for forecasting the currency exchange rate in Ukraine 

in war conditions, we will apply the following methodological algorithm, which has been successfully tested 

for solving similar economic and financial problems (Kozlovskyi, 2001; Kozlovskyi et al., 2020) and shown 

in Figure 1. 
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Figure 1. Stages of research 

Source: Developed by the authors based on (Kozlovskyi, 2001) 

 

 

We will apply this methodological approach to forecasting the currency exchange rate in Ukraine in 

wartime conditions. The apparatus of fuzzy set theory (Zadeh, 1976) was chosen as the mathematical 

apparatus for building this model. The stages of the research are as follows: 

Stage 1. Formulation of the problem and construction of a logical conclusion tree. Basification (iden-

tification of the object, determination of influencing factors on the forecast indicator, formulation of the 

equation and construction of the model structure). We will consider an economic object of the following 
type:  

y = f(x1, x2, … xn) (1) 

with n inputs as economic and financial indicators (x i , i = 1,n) and one output (y), for which we build a 

conclusion tree. 

A logical conclusion tree is a graph whose structure reflects the classification of factors {x 1 , x 2 , … x 

n } that affect the predicted indicator (y). At this stage, fuzzification, i.e. selection of vague terms for the 

linguistic evaluation of factors of influence and formalization of these terms in the following stages are 

done.   

Stage 2. Construction of membership functions. In most systems of fuzzy logical inference, the mem-

bership functions of linguistic terms are given in the following parametric form (Rotshtein & Shtovba, 

2009):     

2

1
( )

1

T x
x b

c

 =
− 

+  
 

,  (2) 

where: b and c are setting parameters: b is the coordinate of the maximum of the function; c is the con-

centration-stretch coefficient.  

Stage 3. Construction of fuzzy knowledge bases. The results of the so-called virtual (i.e. fictitious) ex-

periment are entered into the fuzzy knowledge base. In the process of such a virtual experiment, the expert 
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answers the question: what the linguistic assessment of the initial indicator for a given combination of 

influencing factors will be. 

Stage 4. Fuzzy logical inference. Fuzzy logical inference is the approximation of the dependence y = 

f(x 1 , x 2 , … x n ) using a fuzzy knowledge base and operations with fuzzy sets. 

Stage 5. Defuzzification. Obtaining simulation results. Defuzzification is the procedure of converting a 

fuzzy set into a clear number. There are several methods of defuzzification, but the most convenient for 
solving economic problems is the "center of gravity" method (Rotshtein & Shtovba, 2009). Defuzzification 

of a fuzzy set using the "center of gravity" method is called the calculation of the value Y according to the 

formula (Rotshtein & Shtovba, 2002): 
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where: n is the number of terms of the variable y; y min, y max – the size of the measurement scale; i is the 

value of membership functions. 

The defuzzification procedure is a procedure for obtaining the equation results of the forecasting 

model of currency exchange rate in Ukraine in wartime conditions. 

Stage 6. Debugging a fuzzy model. According to the factors affecting the accuracy of the model, various 

methods of its debugging/adjustment can be applied. These methods include: a) expansion of the scope 

of the knowledge base; b) adjustment of membership functions. It should also be noted that currently 

methods of debugging fuzzy models are using genetic algorithm methods (Rotshtein & Shtovba, 2007). 

Debugging a fuzzy model is reduced to solving the problem of finding such a vector D that provides: 

𝐷(𝑄, 𝐵, 𝐶) = ∑ [𝑓(𝑥𝑖 , 𝑄, 𝐵, 𝐶) − 𝑌1]
2

→ 𝑚𝑖𝑛𝑛
𝑖=1     (4) 

where:𝑓(𝑥𝑖 , 𝑄, 𝐵, 𝐶) – forecast value of the selected indicator; xi – a set of input influencing factors; Q = (q 

1 , q 2 , ..., q m ) is a vector of weight coefficients of fuzzy rules; B = (b 1 , b 2 , ..., b m ) and C = (c 1 , c 2 , ..., c 

m ) are vectors of the membership function parameters; Y i is a set of values of the initial parameter (pre-

dictive indicator). 

The problem represented by formula (4) consists in finding the optimal values of parameters that pro-

vide a minimum of discrepancies between the predicted and real output factors of the model. Problem (4) 

can be solved by the gradient algorithm or Newton's method, which are described in detail in works on the 

theory of optimization (Polyak, 1983) and allow to carry out optimization with a significant expenditure of 

computer time, since these methods are focused on finding only a local optimum. That is why genetic 

algorithms, which solve complex optimization problems much more effectively than traditional methods of 

mathematical programming, are more popular recently. 

The method of the genetic optimization algorithm is a process of stochastic search, based on the 
nature’s evolution mechanisms. The fundamental difference between genetic optimization algorithms and 

classical optimization methods is that they do not use partial derivatives when choosing the optimal search 

direction, but are based on crossing, mutation, and selection operations. 

 

 

3. RESULTS 

Step by step will we apply the developed methodological approach to forecasting the currency ex-

change rate in Ukraine in war conditions. The first and main stage of modeling is the determination of 

factors affecting the currency exchange rate in Ukraine. So, as the task of our research is neurolinguistic 

modeling, the choice of influencing factors is proposed to be made in the form of both quantitative and 

linguistic expert assessment. Taking into account expert studies of such institutions as the International 

Monetary Fund (IMF, 2022), the World Bank (The World Bank, 2022), the World Trade Organization (WTO, 
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2022), as well as analytical studies of the National Bank of Ukraine (NBU, 2022) identified the main factors 

influencing the exchange rate in Ukraine (pair US dollar / Ukrainian hryvnia (USD/ UAH)) - table. 1. We will 

calculate the USD/UAH exchange rate as the average commercial exchange rate on the market. Expert 

factors influencing the currency exchange rate USD/UAH, their range of changes, linguistic assessment, 

as well as the values of the parameters for the membership functions (formula 2) are given in the table. 1.   

 
 

Table 1. Factors affecting the USD/UAH exchange rate and their assessment 

 (since the beginning of the full-scale war in Ukraine, 24.02.2022) 

Factor 
Designa-

tion 
Range 

Linguistic assessment parameters (terms) 

and the range of their change 

Values of b and c pa-
rameters of the 

membership func-
tion for (2) 

b c 

Input factors 

Economic factors (EF) 

The amount of money in 
circulation (change from 

date 24.02.2022) 

AMC 0...1000% 

Increases very mush (IVM), 50…1000 500 300 

Increases a lot (IL), 20…50 150 300 

Expedient increase (EI), 0…20 20 200 

Accounting rate AR 
0…100 
(point) 

High (H), 20…100 60 35 

Average (A), 10…20 25 30 

Low (L), 0…10 5 25 

Currency reserves of the 

country 
CRC 

0...100 

billion USD 

High (H), 30…100 70 25 

Average (A), 20…30 30 30 

Low (L), 0…20 5 25 

Inflation index (month) II 
-5...100% 

(point) 

High (H), 10…100 30 30 

Average (A), 5…10 8 20 

Low (L), -5…5 2 15 

Trade balance (month) TB 
-10...10 

billion USD 

Positive (P), 1…10 5 4 

Sustainable (S), 0…1 1 7 

Negative (N), -10…0 0 5 

Gross domestic product 
(change from date 

24.02.2022) 

GDP 
-100…30% 

 

Growth (G), 5…30 15 10 

Stable (S), 0…5 0.5 15 

Reduction (R), -100…0 0 5 

Financial support of 
Ukraine 

FSU 
0...100 

billion USD 

High (H), 40…100 70 35 

Average (A), 10…40 30 25 

Low (L), 0…10 5 15 

Political factors (PF) 

Policy of the National 

Bank of Ukraine 
PNBU 0…100 

Hard with full state regulation (H), 60…100 80 15 

Mixed with partial regulation (M), 30…60 45 25 

Free market (F), 0…30 15 20 

Relations of Ukraine with 
international organiza-

tions (IMF, WTO, WB) 

RUIO 0…100 

High (H), 60…100 80 20 

Average (A), 30…60 43 25 

Low (L), 0…30 12 15 

Rating of Ukraine ac-

cording to Fitch 
RUF 0…100 

High – A, AA, AAA (H), 70…100 80 25 

Average – B, BB, BBB (A), 50…70 60 22 

Low – C, CC, CCC (L), 30…50 40 30 

Bad – RD, D (B), 0…30 10 20 

Rating of Ukraine ac-
cording to S&P 

RUSP 0…100 

High – A,AA,AAA (H), 70…100 80 25 

Average – B, BB, BBB (A), 50…70 60 22 

Low – CC, CCC (L), 30…50 40 30 

Bad – SD (B), 0…30 10 25 

Political stability in 
Ukraine 

PSU 0…100 

Positive (P), 70…100 80 20 

Sustainable (S), 40…70 60 30 

Negative (N), 0…40 20 25 

War factors (WF) 

War (strengthens/ 

weakens) 
W 0…100 

Decrease in military actions (DMA), 0…25 12 15 

Stability on the military front (SMF), 25…65 35 20 

Increase in military actions (IMA), 65…100 80 25 

International military 
support of Ukraine 

IMS 0…100 

High (H), 60…100 80 25 

Average (A), 30…60 45 35 

Low (L), 0…30 15 45 
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Material losses of 

Ukraine (infrastructure, 
economy, social sphere) 

MLU 
0,5…5 

trillion USD 

High (H), 2…5 2 2 

Average (A), 1…2 1.5 2 

Low (L), 0,5…1 0.5 3 

Military and political situ-

ation in Russia 
MPSR 0…100 

Negative (N), 60…100 80 12 

Sustainable (S), 30…60 45 28 

Positive (P), 0…30 12 18 

Output factors 

Economic factors (EF) EF 0…100 

Positive (P), 70…100 80 20 

Sustainable (S), 40…70 60 30 

Negative (N), 0…40 20 25 

Political factors (PF) PF 0…100 

Positive (P), 70…100 80 20 

Sustainable (S), 40…70 60 30 

Negative (N), 0…40 20 25 

War factors (WF) WF 0…100 

Positive (P), 70…100 80 20 

Sustainable (S), 40…70 60 30 

Negative (N), 0…40 20 25 

Currency exchange rate 
USD/UAH  

(mid-market rate) 

CER 
5…200 

₴/USD 

Positive (P), 5…29 15 20 

Sustainable (S), 29…40 34 25 

Negative (N), 40…80 60 45 

Very Negative (VN), 80…200 130 50 

Source: Developed by the authors 

 

 
Also, Table 1 shows the neurolinguistic assessment, the range of changes and the parameters of the 

membership functions of the terms of the predicted indicator - the currency exchange rate in Ukraine dur-

ing the war (CER), for which both quantitative and linguistic characteristics are specified. 

Let us denote the linguistic variables of factors EF, PF, WP by the following relationships: 

EF = fEF(AMC, AR, CRC, II, TB, GDP, FSU)       (5) 

PF = fPF(PNBU, RUIO, RUF, RUSP, PSU)        (6) 

WF = fWF(W, IMS, MLU, MPSR)                      (7) 

The value of the predicted indicator (the currency exchange rate in Ukraine in wartime (СER)) can then 

be expressed by formula (8): 

CER = fCER(EF, PF, WF, ti)                       (8) 

where ti is the forecasting time (3M - 3 months; 6M - 6 months; 1Y – 1 year). 

The structure of the model for forecasting the currency exchange rate in Ukraine in the war conditions 
(СER) is depicted in the form of a "tree of logical conclusion" - figure 2.  
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Figure 2. The structure of the currency exchange rate forecasting model in Ukraine in war conditions 

Source: Developed by the authors  

 

 

The next stage of building a model for forecasting the currency exchange rate in Ukraine is the con-

struction of membership functions for all factors and the initial indicator. Fig. 3 shows the membership 

function for the initial indicator - the currency exchange rate (CER) with a range of changes from UAH 5 to 

UAH 200 (according to the values in Table 1). 

 

 

 

Figure 3. Membership function of the output indicator CER 

Source: Developed by the authors 

 

 
In order to form the equation of the model of forecasting the currency exchange rate in Ukraine in the 

war conditions by neurolinguistic modeling, apart from describing the influencing factors, it is also neces-

sary to determine the dependence and influence of these indicators on the forecasted indicator. For this 

purpose, basing on expert data, hierarchical knowledge bases were developed in accordance with the 
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dependencies defined by formulas (5)..(7). These dependencies are If-Then rules (Matviychuk et al., 2019). 

According to this rule, the rules with the same initial value to form the final equations will be combined 

using the logical operator "OR" (" "). Also, each entry of the knowledge base is assigned a value of "rule 

weight - q", that is, an assessment of entry quality of the database (in the range from 0 to 1). This indicator 

"q" will be necessary for adjusting/debugging the model (by methods of genetic algorithms). The hierar-

chical knowledge base of the initial indicator (CER) according to formula (8) is given in table. 2. 

 

 
Table 2. Knowledge base of the output indicator CER 

EF PF WF t CER q 

P P P 3M P q1 

S P S 6M P q2 

S P S 1Y P q3 

S S S 3M S q4 

P S S 6M S q5 

S P P 1Y S q6 

N P S 3M N q7 

S N N 6M N q8 

P N N 1Y N q9 

N N N 3M VN q10 

S N N 3M VN q11 

N P N 6M VN q12 

Source: Developed by the authors  

 

 

Having formed the knowledge bases of the input factors influence on the initial indicator ‘the currency 

exchange rate in Ukraine in the conditions of war’, it is possible to write fuzzy logic equations. The equation 

of the dependence of the EF, PF, WF factors on the respective influences (according to Table 1) is given in 

Appendix C (equations C.1...C3). The final equation of the model for forecasting the currency exchange 

rate of Ukraine in war conditions (according to the dependencies in Table 2) is given in the form of formula 

(9). 
𝜇𝑃(𝐶𝐸𝑅) = 𝑞1 ∙ [𝜇𝑃(𝐸𝐹)𝜇𝑃(𝑃𝐹)𝜇𝑃(𝑊𝐹)𝜇3𝑀(𝑡)] ∪ 

𝑞2 ∙ [𝜇𝑆(𝐸𝐹)𝜇𝑃(𝑃𝐹)𝜇𝑆(𝑊𝐹)𝜇6𝑀(𝑡)] ∪ 

𝑞3 ∙ [𝜇𝑆(𝐸𝐹)𝜇𝑃(𝑃𝐹)𝜇𝑆(𝑊𝐹)𝜇1𝑌(𝑡)]  ∪ 

𝜇𝑆(𝐶𝐸𝑅) = 𝑞4 ∙ [𝜇𝑆(𝐸𝐹)𝜇𝑆(𝑃𝐹)𝜇𝑆(𝑊𝐹)𝜇3𝑀(𝑡)] ∪ 

𝑞5 ∙ [𝜇𝑃(𝐸𝐹)𝜇𝑆(𝑃𝐹)𝜇𝑆(𝑊𝐹)𝜇6𝑀(𝑡)] ∪ 

𝑞6 ∙ [𝜇𝑆(𝐸𝐹)𝜇𝑃(𝑃𝐹)𝜇𝑃(𝑊𝐹)𝜇1𝑌(𝑡)]; 

𝜇𝑁(𝐶𝐸𝑅) = 𝑞7 ∙ [𝜇𝑁(𝐸𝐹)𝜇𝑃(𝑃𝐹)𝜇𝑆(𝑊𝐹)𝜇3𝑀(𝑡)] ∪ 

𝑞8 ∙ [𝜇𝑆(𝐸𝐹)𝜇𝑁(𝑃𝐹)𝜇𝑁(𝑊𝐹)𝜇6𝑀(𝑡)] ∪ 

𝑞9 ∙ [𝜇𝑃(𝐸𝐹)𝜇𝑁(𝑃𝐹)𝜇𝑁(𝑊𝐹)𝜇1𝑌(𝑡)]; 

𝜇𝑉𝑁(𝐶𝐸𝑅) = 𝑞10 ∙ [𝜇𝑁(𝐸𝐹)𝜇𝑁(𝑃𝐹)𝜇𝑁(𝑊𝐹)𝜇3𝑀(𝑡)] ∪ 

𝑞11 ∙ [𝜇𝑆(𝐸𝐹)𝜇𝑁(𝑃𝐹)𝜇𝑁(𝑊𝐹)𝜇3𝑀(𝑡)] ∪ 

                                𝑞12 ∙ [𝜇𝑀(𝐸𝐹)𝜇𝑃(𝑃𝐹)𝜇𝑁(𝑊𝐹)𝜇6𝑀(𝑡)].         (9) 

 

This equation (9) is a proposed mathematical description of the neurolinguistic model of forecasting 

the currency exchange rate of Ukraine in the war conditions for the near and short-term perspective. This 

forecast will be a mechanism for protecting Ukrainian enterprises from bankruptcy. 

Basing on the obtained equation of the economic model for forecasting the currency exchange rate in 

Ukraine in war conditions and the determined expert input values of the model input variables as of August 
17, 2022, we will make a forecast of the currency exchange rate for 2022-2023. Forecasting will 
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incorporate the formula (3), where the conditional indicator "y" will be substituted by the value of the СER 

indicator. The forecast of the currency exchange rate in Ukraine is shown in figure 4.  

 

 

 
Figure 4. Forecast of the currency exchange rate in Ukraine during the war 

Source: Developed by the authors  

 

 

Suffice it to note, that the forecast was made through model optimization using the genetic algorithm 

method (the description of this method is not given in this study, but will be presented in another publica-

tion of the authors), where more than 50 iterations (formula 4) were incorporated for adjusting the indica-

tor q (the initial value of which was "1") and the parameters of the membership functions b, c of the terms 

of the model input factors (the initial values of which were given in Table ).  

Figure 4 also shows the equation of the polynomial approximation of the 2nd degree of this forecast, 

which is expedient to use for the analysis of a large set of data of an unstable value. The analysis of this 

forecast indicates a negative trend in the USD/UAH exchange rate. In part, this is a natural change, since 

the war conditions cause collapse of the economy, mass migration, undermining the main branches of the 

national economy, destruction of infrastructure and loss of economic and financial ties, which badly affects 

the national currency of Ukraine. 

We have also detected the graphical dependence of the CER output indicator on paired values (EF, 

WF) performed in the Matlab mathematical package using Image Toolbox – see Figure 5. 
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Figure 5. Forecast of the dependence of the currency exchange rate of Ukraine on the state economics and wars 

CER (EF, WF) 

Source: Developed by the authors  

 

 

Analysis of Fig. 5 indicates that without ceasing the war in Ukraine, the USD/UAH exchange rate will 

further deteriorate. We expect devaluation of the national currency of Ukraine - the hryvnia, while the in-

struments of the National Bank of Ukraine for curbing this negative trend will be leveled by catastrophic 

military, economic and financial losses of Ukraine. To peg the currency exchange in the conditions of mili-

tary aggravation and economic deterioration, it is necessary to use the instruments of state-legal regula-

tion. 

 

 

4. DISCUSSION  

The problem of forecasting financial indicators is one of the most difficult tasks of modern science. 

Existing methods of forecasting exchange rates by means of technical and fundamental analysis do not 

provide a reliable forecast when using qualitative input factors. Technical analysis methods (Moosa, 2000) 

of forecasting exchange rates are based on the fact that exchange rates are determined by supply and 

demand. Technical analysis is mainly used for minor changes in the main economic factors affecting the 

exchange rate. The popularity of technical analysis is explained by dissatisfaction with the fundamental 

models for determining the exchange rate, which have low prediction and explanatory potential. The be-

havior of exchange rates since the introduction of the floating rate in the early 1970s has been character-

ized by significant deviations from the equilibrium rate implied by fundamental models, such as PPP (pur-
chasing power parity) or the monetary model (Schröder & Dornau, 2000). Fundamental analysis is the 

study of economic factors of influencing foreign exchange rates to forecast future rates.  The FTS (Funda-

mental – Technical – Speculative) method was an attempt to combine the methods of technical and fun-

damental analysis. However, even this method does not give a high-quality forecast in the conditions of a 

very unstable economy (Lech, 2003).  

Forecasting exchange rates can also be carried out by analytical models (Witkowska, 2005), based on 

a system of hypotheses formulated in mathematical form. However, this method does not have high veri-

fication, since it does not use qualitative factors  (Miciuła, 2014). Econometric models of exchange rate 

forecasting, based on monitoring rates and their interpolation, also have a low verification rate under un-

stable economic, politic and military conditions. Econometric models have are most reliable only for stable 

and less volatile economies, to which Ukraine, however, does not refer.  
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Relying on the available information about the nature and quality of the input factors of influence on 

the foreign exchange rate in Ukraine, and taking into account the absence of all analytic dependencies, 

that describe the relation of input and output factors, we can state about the inapplicability of classical  

currency forecasting methods, since they describe the process by differential or other equations. The con-

ventional exchange rate forecasting models using statistical data gathered from thousands of experiments 

are very much time-consuming and complex. Therefore, the chosen mathematic apparatus of fuzzy sets to 
solve the problem of exchange rate forecasting in Ukraine is expedient and effective.  It enables to formal-

ize natural cause-and-effect relations between the input and output values. Applying fuzzy set theories 

makes it possible to describe these relations in a natural language, avoiding time-consuming procedures 

of gathering and processing a great number of experimental data (Kozlovskyi et al., 2019; Kozlovskyi et 

al., 2020; Kozlovskyi et al., 2021b; Bilenko and Kozlovskyi, et al., 2022).  

Debatable in the conducted modelling remains the issue of quantity and quality of the chosen factors 

of influence on the exchange rate in Ukraine in wartime conditions. But suffice it to note, that the number 

of these factors in this model can be increased according to the new factors of influence emerging as a 

result of military actions in Ukraine. This is one of the main advantages of this economic mathematic 

model. The forecast of the currency exchange rate in Ukraine by 01.09.2023, obtained in this research 

may be adjusted through the extended procedure of model optimization by genetic algorithm methods, as 

well as by adding rules to the established knowledge base.  Knowledge base upgrading for this model and 

performing a higher iteration of model optimization will enable to improve verification rate of the exchange 

rate prognosis in Ukraine in wartime conditions.  

 

 

CONCLUSION 

Prognosing currency exchange rate in wartime conditions is a completely new scientific problem. Sci-

entific research in this sphere is scarce, since wartime conditions trigger changes not only in the economic, 

financial and political domains, but can also lead to a geopolitical and international shift on a global scale. 

This causes the emergence of a huge number of unexpected factors of influence on the currency exchange 

rate. These factors are sometimes difficult to consider. Therefore, to solve the problem of considering 

multiple factors and estimating their influence on the currency exchange rate, it is expedient to use meth-

ods of neurolinguistic modeling, to which we refer the methods of fuzzy sets.  The fuzzy sets theory enables 

both qualitative description of factors influencing the currency exchange rate and linguistic description of 

the output value rate (currency exchange rate). The advantages of this mathematic apparatus for solving 

the research problem are undeniable. 

The main idea of this research was to prognose the currency exchange rate in Ukraine in wartime 

conditions. For this purpose, the factors of influence on exchange rate were determined. The advantage of 

the choice of factors of influencing the exchange rate was their aptness to linguistic expression, which   

largely simplified the procedure of subjective evaluation of these factors of influence on the exchange rate 

for further modeling and prognosing.  The developed economic and mathematic model of forecasting the 

currency exchange rate in Ukraine enables on the basis of qualitative and quantitative estimations to ob-
tain a reliable forecast of the currency exchange rate in the short-term perspective (up to 1 year).    

This research proposes a totally new approach to forecasting the currency exchange rate in Ukraine in 

wartime conditions. This approach involves the use of the following groups of influencing factors: eco-

nomic, political and military. Each group consists of 4-7 detailed factors of influence which can be de-

scribed by the methods of neurolinguistic evaluation. The condition of these factors is described with the 

help of terms set by fuzzy descriptions of their state. The use of fuzzy description enables to reduce the 

impact of faulty evaluations while prognosing a certain value.  

Forecasting a currency exchange rate is necessary for any economic unit, that is developing measures 

to minimize its economic losses (bankruptcy) while realizing a foreign currency risk. Such losses can occur 

when the forecast of the currency rate was faulty, i.e., when the estimated currency rates obtained by the 

above mentioned models did not coincide with the actual rate. Such discrepancy of the prognosed and 

actual rate was caused by the model error.  It is the errors of forecast models of currency exchange rate, 

that we refer to the currency risk, that may cause losses to the economic unit. To avoid it, the economic 
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unit has the possibility to taka managerial decisions to eliminate own losses at currency rate fluctuation.  

The proposed in this research model of forecasting currency exchange rate in Ukraine can be serve as a 

system of support of managerial decisions (bankruptcy economic protection mechanism) for the units of 

the financial and economic market of Ukraine in wartime conditions.   
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 The Global Financial Crisis, which was mainly caused by external factors, has 

led to the strengthening certain commercial products' trade between China 
and the European Union 28 at the expense of a decline in others thanks to 

the structural reforms that have been implemented in particular in the 13 
new European countries which joined the 15 countries already members of 

the European Union during the period 2004-2013. This article examines the 
following problem: What are the changes in trade within the industry between 

China and the 28 Member States of the European Union during the crisis, 
and how successful has intra-industry trade been in overcoming this crisis, 

which reflects China's preparations to strongly integrate the European Union 
market through intra-industry trade. Indeed, this article aims to present the 

main results of our analysis of the evolution of trade flows between China and 
the EU-28 which were examined before the financial crisis (between 2001 

and 2008) then after the crisis (between 2009 and 2019). More specifically, 
this article focuses on the importance of the per capita income differential 

factor in determining trends in intra-industry trade and in reciprocal trade 
with the 28 countries of the European Union, as well as major shifts in vertical 

and horizontal specialization within the industry. 
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INTRODUCTION 

From the years 1960-1980, several economists renew the theory of international trade and have hy-

pothesized that different countries can specialize in different types of a given product instead of specializ-

ing in different products. 

Linder (1961), Posner (1961), Kojima (1964) and Krugman (1979) pointed out that the bulk of global 

trade actually takes place between developed countries with similar levels of income and development 

and that much of the trade between these countries involves a two-way exchange of products with similar 

production factor endowments. In other words they became aware that some developed countries ex-

ported and imported products of the same tariff codes or product groups. They found that countries with 

similar factor endowments trade more than countries with different factor endowments. For example when 

we talk about intra-industrial trade, Europe sells Airbuses to the United States but buys Boeings. Therefore, 

the new theory of trade has emphasized in particular the importance of increasing returns to scale, which 
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means, the more a country manufactures a product, the more it becomes productive in this field because 

it develops know-how and economies of scale. This approach explains the geographic concentration of 

activities. These developments led to the abandonment of the traditional Heckscher-Ohlin Samuelson 

(HOS) factor endowment theory and Leontief analysis. Demand and supply theories of intra-industry trade 

emerged. The first theory, was advanced by Lancaster (1980), Linder (1961) and Helpman (1981), em-

phasizes the importance of diversifying consumer preferences and tastes, emphasizing the relationship 
between the development of intra-industry trade and the rise in countries' incomes. These factors drive 

consumer choice and encourage demand for particular goods. The upward homogenization of consumer 

preferences and tastes across economies with similar levels of development and income is seen as a 

source of international trade in varieties of the same products (Bobowski, 2018). The second, see e.g. 

Helpman (1981) and Helpman and Krugman (1985), emphasizes product differentiation. Helpman and 

Krugman (1985) shows that a higher average per capita income is associated with a higher capital-labour 

ratio, thus improving intra-industry trade. Because, according to Bergstrand (1990), more capital-intensive 

industries produce more differentiated products. 

Trade studies capture different patterns of intra-industry trade. Horizontal intra-industry trade in simi-

lar products of differentiated varieties, gives rise to the models of horizontal intra-industrial exchanges 

(HIIT) which were introduced by Krugman (1979, 1981), Dixit Norman (1980), Lancaster (1980), Helpman 

(1981) and Bergstrand (1990).These models are based on monopolistic competition, preferences and 

tastes of diversified consumption and products of similar quality but with different attributes, levels of 

economic development and similar factor endowments. While, trade in vertically differentiated products 

(VIIT), which are distinguished by their quality and prices and the vertical specialization of production re-

sulting in the trade of similar products at different stages of production. Falvey (1981) and Falvey and 

Kierzowski (1987) show that the vertical intra-industrial model could be explained by traditional theories 

based on the assumption of constant returns to scale in accordance with the "HOS" theory Davis 

(1995).Vertical specialization of production between countries can arise from comparative advantages, for 

example exploiting unskilled labor at low cost for assembly tasks or specialized individuals for research 

and development. Among the methods of empirical analysis that have emerged to distinguish between the 

two components of horizontal and vertical intra-branch trade (Abdel-Rahman (1986) and taken up by 

Greenaway, Hine and Milner (1994, 1995) and Fontagnée and Freudenberg (1997, 1998, 1999), in par-

ticular), and which appears to be the most precise and therefore caught our attention, is the methodology 

developed by Kandogne (2003). 

Due to the very limited number of publications relating to the effects of the economic crisis, or so-

called euro zone crisis, on trade within industry. This article is devoted to examining the impact of the crisis 

on bilateral trade patterns between China and its trading partners of European countries (EU-28) for the 
period from 2001 to 2019.The estimation method used is the Generalized System Moments Method (GMM 

SYS) in dynamic panel recommended by Arellano and Bover (1995). 

This article is organized as follows: Section 2 is devoted to the presentation of the method for measuring 

intra-industry trade. Section 3 describes China's trade with the EU28. Section 4 includes a statement of 

some assumptions about the determinants of different types of bilateral trade. Section 5 describes the 

data used and examines the relationship in question. Finally, Section 6 concludes our work. 

 

 

1. MEASUREMENT OF INTRA-INDUSTRY TRADE 

The measure most used to calculate the level of intra-industry trade between two trading partners is 

that of Grubel Lloyd (1975).The latter is an indicator of the degree of industrial specialization. In this case, 

the corresponding IIT index is equal to: 

𝐼𝐼𝑇𝑘,𝑝𝑎𝑟𝑡𝑛𝑒𝑟 = 1 −
|𝑋𝑘,𝑝𝑎𝑟𝑡𝑛𝑒𝑟 − 𝑀𝑘,𝑝𝑎𝑟𝑡𝑛𝑒𝑟|

𝑋𝑘,𝑝𝑎𝑟𝑡𝑛𝑒𝑟 + 𝑀𝑘,𝑝𝑎𝑟𝑡𝑛𝑒𝑟
 

Where X k, partner and M k, partner are respectively the exports and imports of industry k from the home country 

(China) to the partner country. The values of the index are included in the interval: 0 ≤ IITk, partner ≤ 1. A value 

of zero indicates that all industry trade is inter-industry. Higher values on the IITk, partenaire index, partner are 
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associated with a higher proportion of intra-industry trade in total trade, a value of 1 indicating equality 

between exports and imports. 

To distinguish intra-industrial with horizontal differentiation from intra-industrial with vertical differen-

tiation, we are based on the method of Kandogan (2003).In this method horizontal intra-industry trade is 

determined as the overlap of trade in a broad category of industries which consists of bilateral trade in 

strictly defined industries. Vertical intra-industry trade is the balanced trade within a narrowly defined in-
dustrial class that integrates exports and imports into narrowly defined industries (Bergstrand and Egger 

2006). Kandogan's model (2003) is as follows: 

TTk,partner =  Xk,partner + Mk,partner                                                                                  (2) 

With 

X k, partner: export of industry k to the partner country; 

M k, partner: import of industry k from partner country. 

IITk,partner =  TTk,partner − |Xk,partner − Mk,partner |                                                       (3) 

IITk,partner  =  (Xk,partner + Mk,partner ) − |Xk,partner − Mk,partner |                              (4) 

HIITk,partner  =  ∑ ((Xk,partner,p + Mk,partner,p) −  |Xk,partner,p − Mk,partner,p|)P
p           (5) 

X k, partner, p: export of product p from industry k to partner country; 

M k, partner, p: import of product p of industry k from partner country. 

VTTk,partner  =  IITk,partner  − HIITk,partner                                                                        (6) 

 

 

2. CHINA’S TRADE EXCHANGES WITH THE EU 28 IN THE PERIOD 2001-2019 

Figure 1 shows China's intra-industry trade share with its EU28 trading partners over the period 2001-

2019.As the figure shows, the response of trade flows to the crisis is very significant. In fact, after a decline 

in 2007-2008, the share of intra-industry trade increased steadily to reach a rate of 60% in 2013-2014. 

In addition, the average share of intra-industry trade during the crisis is higher compared to that before the 

crisis. 

 

 

 

Figure 1. The evolution of China's intra-industry trade with the EU28 in 2001-2019. 

Source: Authors' work based on Eurostat Database, 2021 
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From Figure 2, China's trade shares with its EU28 partners reveal that within the intra-industry trade 

category, Germany leads with a minimum rate of 67.62% and a maximum of 81.57%, followed by Austria 

with 64.20% and 81.52%, Finland with 53.98% and 74, 63% and Sweden, with 52.51% and 66.89%. 

 

 

 

Figure 2. The evolution of China's intra-industry trade with the top ten member countries of the EU28 in 2001-2019. 

Source: Authors' work based on Eurostat Database, 2021 

 

 

The percentage of ITI in two-way trade for some new EU-28 Member States has increased more stead-

ily than for the old Member States. This finding is consistent with the greater economic integration and 

economic growth that these countries have experienced due to EU enlargement. In fact, Slovakia1 experi-

enced a continued growth of ITI in trade flows, a development that persisted after the 2008 crisis, even 
with minor fluctuations. 

 

 

 

Figure 3. The share of horizontal and vertical intra-industry trade in total intra-industry trade in 2001-2019. 

Source: Authors' work based on Eurostat Database, 2021 
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The share of horizontal intra-industry trade in China's total IIT is high compared to that of vertical intra-

industry trade before and after the crisis, which in turn accounts for 58.4% and 74.59% during of the period 

2001-2019 of total intra-industry trade. 

Furthermore, the relatively higher (lower) share of horizontal (vetical) intra-industry trade in total intra-

industry trade indicates that China trades far more products that are very similar in quality and price. In 

summary, China's greatest potential lies in HIIT. Thus, China is expected to implement such policies which 
will further increase the share of HIIT in their total IIT. 

Sectoral data follow a 1-digit classification (2-digits for products) according to the Standard Interna-

tional Trade Classification (SITC), revision 3 (Rev-3). At this level, this database is divided into two groups: 

on the one hand, non-manufactured goods whose classification goes from 0 to 4 (SITC 0-4) and, on the 

other hand, manufactured goods whose classification goes from 5 to 9 (SITC 5-9). 

 

 

 

Figure 4. The share of intra-industry trade in each sector in 2001-2019. 

Source: Authors' work based on Eurostat Database, 2021. 

 

 

As shown in Figure 4, intra-industry trade is widely observed in most of these sectors before and after 

the Eurozone crisis where the highest percentage is recorded by the STIC5 sector (Chemicals and allied 

products, nes), even with a decrease after the crisis while the measures of the IIT are below 50% in some 

sectors, including SITC 3 (Mineral fuels, lubricants and related products), 8 (Miscellaneous manufactured 

articles) and 0 (Products food and live animals). The latest SITC0 sector has weathered the financial crisis 

better. On the other hand, after the crisis, there is a major decrease in the rate of intra-industry trade in 

the SITC 1 and SITC 2 sectors which mainly include agricultural products, raw materials and labor intensive 

sectors. Indeed, the main reason for foreign trade in these sectors is the difference in factor intensity. 

However, the most important characteristic of these sectors is to produce products with low added value. 

On the other hand, intra-industry trade increases in the category of machinery and transport equipment 

(SITC 7), the IIT can be explained by the technological evolution and the international corporation between 

the companies. Indeed, China could manufacture certain parts of a product and/or import other parts to 

assemble a product at home. Parts of office machinery and equipment (759) and telecommunications 

equipment (764) are examples of this phenomenon. 

The results confirm the significant change in China's trade structure, which is associated with the rapid 

growth of foreign trade. In particular, there has been a shift from resource- and labor-intensive bilateral 

trade to capital- and technology-intensive bilateral trade. 

Figure 5 illustrates the evolution of the absolute difference in income per capita (DGPDC) indices be-

tween China and the EU-28 Member States over the period analyzed (2001-2019), clearly indicating that 

the difference of consumer demand between China and its EU28 partners has increased for some 
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countries and persists or decreases for others. This difference is highest in Luxembourg while the increase 

in the DGDPC index was particularly significant for most EU-15 Member States. Spain can be grouped with 

Cyprus, Czech Republic, Estonia, Hungary, Lithuania, Republic of Malta, Poland, Slovakia, Slovenia, Bul-

garia, Romania and Croatia, where the absolute difference per capita income between the partners is the 

lowest. 

 
 

 

Figure 5. The evolution of the difference in GDP per capita between China and its EU28 trading partners 

Source: Authors' work  

 

 

Furthermore, according to Figure 5, three main groups of EU-28 Member States can be identified with 

respect to the difference in GDP per capita compared to China. This difference is low if it is between 0 and 

20,000 and medium if it is between 20,000 and 40,000 and finally high if it is greater than 40,000. 
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Figure 6. Types of China's intra-industry trade with the EU28 by country category 

Source: Authors' work based on Eurostat Database, 2021 

 

 

The strongest intra-industry trade is with countries that have an average difference in GDP per capita 

compared to China, which is contradictory to trade theory that predicts higher intra-industry trade between 

similar economies. The category containing countries with a small difference in GDP per capita shows a 
very low level of intra-industry trade, which is unexpected. Thus, the group of countries with a large differ-

ence in GDP per capita compared to China shows greater intra-industry trade, before and after the crisis, 

than for the group with a small difference. The hypothesis formulated is that the group with the smallest 

difference in GDP per capita would have the index value closest to inter-industry trade. One explanation 

for the inconsistent result could be due to the level of trade between countries. For example, the trade 

between China and the group of countries with a big difference could be very large but different in the form 

of bilateral trade. 

 

 

3. DETERMINING VARIABLES AND THEIR ASSUMPTIONS 

According to the majority of theoretical and empirical studies, the following research hypotheses for-

mulated on the expected signs of the model variables seem justified. 

The difference in factor endowments between trading partners increases (decreases) the share of 

vertical (horizontal) ITI in total trade. 

In fact, this difference is generally measured by the inequality of GDP per capita, in accordance with 

the model developed by Falvey and Kierzkowski (1987). For example, Linder (1961) considers that coun-

tries with similar demands have similar products, therefore vertical type trade increases with differences 

in relative factor endowments. In addition, factor endowments are represented by several variables, such 
as the logarithm of the absolute value of the difference in GDP per capita is used in each EU Member State 

(logDGDPC), which should be positively (negatively) related to the share of vertical (horizontal) IIT,GDP per 

capita which is measured by PPP, in current US dollars and data from the World Bank's WDI database. In 

this context, the study by Pietrzak and Łapińska, (2014) revealed a negative sign for the case of Poland. 

𝐿𝑜𝑔𝐷𝐺𝐷𝑃𝐶𝐶ℎ𝑖𝑛𝑎,𝑃𝑎𝑟𝑡𝑛𝑒𝑟 = 𝐿𝑜𝑔|𝐺𝐷𝑃𝐶𝐶ℎ𝑖𝑛𝑎 − 𝐺𝐷𝑃𝑃𝑎𝑟𝑡𝑛𝑒𝑟| 

There is a positive relationship between the lowest value of GDP per capita and IT (VIIT). 

- GDP_Min: this is the lowest GDP value (PPP, in current international dollars) between Tunisia and 

the partner country: 

This variable is included to control for relative size effects. According to Helpman (1987) and Hum-

mels and Levinshon (1995), a positive sign is expected, which is consistent with the hypothesis of a posi-

tive correlation between the share of IIT (HIIT, VIIT) and GDP dissimilarity. 
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There is a negative relationship between the highest value of GDP per capita and IIT (VIIT). 

MaxGDP: this is the highest value / GDP (in PPP, current international dollar) between Tunisia and the 

partner country. 

This variable is also included to control for relative size effects. A negative sign is expected (Helpman 

1987, Hummels and Levinshon 1995 and Greenaway Hine and Milner 1994. A negative sign is consistent 

with the hypothesis that the more similar countries are in economic dimension, the higher the IIT between 
them. 

 

Foreign direct investment discourages IIT. 

Foreign direct investment (FDI) plays a crucial role in intra-industry trade, as investing in production or 

processing facilities abroad promotes trade in products of different quality. However, the empirical litera-

ture does not always support this argument. The FDI data comes from the WDI database and a negative 

sign for both trade shares is expected. 

 

 

4. THE METHODOLOGICAL FRAMEWORK  

This section aims to clarify whether the crisis has a real impact on the structure of trade within industry 

and to analyze the determinants of intra-industrial trade linked in particular to the dummy variable (dummy-

crisis) in a first regression. The dummy variable takes the value 1 for the crisis period (2009-2019) if not 

the value 0 (the period 2001-2019). 

Then, in a second regression, the model includes groups of countries based on their absolute GDP per 

capita difference levels to see if partner countries are affected differently with respect to economic simi-

larities to China. The list of countries belonging to each group is specified in the Annex. The dummy varia-
bles (Lowgroupcrisis, Mediumgroupcrisis and Largegroupcrisis) are an interaction between the groups to 

which the countries belong and the crisis period (2009-2019). 

The data on global trade flows that are used between China and the EU28 are those of Eurostat. 

To test the validity of the hypotheses formulated above, we follow the previous studies of Leitão 

(2012), Doanha and Yoon (2018), and Afef Souguir (2018), using the generalized method of moments in 

one-step system or GMM (Generalized Method of Moments) developed for dynamic panel models by Holtz-

Eakin et al. (1988), Arellano and Bond (1991) as well as by Arellano and Bover (1995). The general spec-

ification of the model that we are going to estimate can be written as follows: 

 

           + ++=
tpartnerChinattChinapartnertpartnerChina

XZy ,,,,,
)(                   (I)             

 

with yChina,partner,t the share of intra-industry trade expressed as a percentage (IIT) between domestic country 

d and its trading partner during period t and Z varying on total intra-industry trade (IIT) and vertical (VIIT) . 

XChina,t represents the vector of explanatory variables including country-specific variables (DGDPC, 

GDP_Min, GDP_Max and FDI) and the Dummy variable; where γpartner= the effect specific to each country, 

partner=1…28, σt = the specific temporal effect, t= 1…..T and β being the vector of the respective coeffi-

cients of these variables. ΩChina,partner,t is a random variable distributed according to a normal distribution 

with zero expectation: ΩChina,partner,t → N(0, σ2). 

Considering the (dynamic) specification adopted in our study, the use of traditional estimation tech-

niques (Ordinary Least Squares, fixed effects, random effects) leads to non-convergent estimators. On the 

other hand, the estimation by the generalized method of moments (GMM) in dynamic panel is more suita-
ble. 

In addition, Blundell and Bond (1998) show using Monte-Carlo simulations that the GMM estimator in 

first difference gives biased results in finite samples because the application of the moment conditions of 

this estimator poses some problems. Such as (i) weakness of selected instruments, particularly in finished 

samples; (ii) the elimination of inter-country variations by first differentiation in favor of intra-country 
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variations. Thus, to overcome these problems Blundell and Bond (1998) propose the use of the system 

GMM approach which estimates the difference model jointly with the level equation, as proposed by Arel-

lano and Bover (1995). Using the Monte Carlo experiment, Blundell and Bond (1998) show that this system 

estimator reduces the potential bias in finite samples and the asymptotic imprecision associated with the 

difference estimator. 

 
 

4.1 Interpretation of Estimation Results 

The two tables 1 and 2 combine the results of the dynamic estimates and some preliminary tests 

taken from Stata 13 for the three types of intra-industry trade (IIT, HIIT and VIIT). Therefore, we use the 
GMM estimator of the system in two step. Several important lessons can be drawn from these regressions. 

First of all the high coefficient is always significant at the 1% level of the lagged variable, which means that 

the intra-industry trade (IIT, HIIT and VIIT) of the year (t) depends positively on that of the year (t-1).  The 

Wald tests also provided with the results confirm the good quality of the estimates in terms of overall 

significance (statistically significant at the 1% level for both models). Sargan's over-identification test, 

which is used to test the validity of the chosen instruments, shows that the higher the value of "J-statistic", 

the more suitable the instruments and the better the estimates. 

The estimation results are summarized in the following table:  

 

 
Table 1. Dynamic panel regression results for China's TII with EU28: 2001-2019 

Explanatory variables Dependent variables in log 

IIT HIIT VIIT 

LogIITi,t-1 (T, H, V) 0,6307479*** 

(0,43) 

[0,000] 

0,8512297*** 

(5,11) 

[0,000] 

0,6849157*

** 

(8,30) 

[0,000] 

LogFDIi,t 0,1436895** 

(1,97) 

[0,049] 

0,0294806 

(0,63) 

[0,527] 

0,0288788 

(0,42) 

[0,678] 

LogDGDPPCijt -0,24592263* 

(-1,85) 

[0,064] 

-0,0484885 

(-1,51) 

[0,131] 

-0,0414992 

(-0,77) 

[0,441] 

LogGDP-Minijt 0,1478085* 

(1,85) 

[0,064] 

0,0929298 

(0,97) 

[0,333] 

0,08387** 

(2,54) 

[0,011] 

LogGDP-Maxijt -0,2034689*** 

(-3,30) 

[0,001] 

-0,2234876*** 

(-3,86) 

[0,000] 

-

0,4521549*

** 

(-3,79) 

[0,000] 

Crisisdummyt 0,2304299*** 

(2,56) 

[0,010] 

0,3030436*** 

(4,88) 

[0,000] 

0,7116513*

** 

(3,91) 

[0,000] 

Constant 1,955986 

(0,83) 

[0,407] 

4,121202** 

(1,98) 

[0,048] 

10,99593**

* 

(2,83) 

[0,005] 

Number of obs 504 504 504 

Number of countries 28 28 28 

N of instruments 15 12 13 

AR(1) 0,012 0,046 0,007 

AR(2) 0,937 0,872 0,365 
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Sargan Test 0,794 0,724 0,797 

Wald Chi2(6) 

Prob ˃ chi2 

140,80 

0,000 

253,83 

0,000 

222,77 

0,000 

Notes: The values in italic indicate that these variables are significant. (.) Student’s t-test 

and [.] probabilities. significance threshold: *** (1%), ** (5%) and * (10%). 

Source: Authors’ calculation using STATA 13 
 

 

The results in Table 1 indicate that the variables linked to the basic gravity model have the expected 

sign for some variables and not for others. The coefficients of foreign direct investment are positive and 

are almost equal for horizontal and vertical types of intra-industry trade, statistically insignificant. When 

intra-industry trade is taken into account, we obtain a positive and significant role of FDI. The difference in 

factor endowment between two partner countries decreases intra-industry trade, significant except for the 

type of total intra-industry trade. The GDP of the larger economy negatively and significantly (not significant) 

affects horizontal and vertical (total) trade flows, the GDP-Max elasticity of trade flows is about 0.2 for intra-

trade. (both total and horizontal) and 0.04 vertical intra-industry trade. The variable for GDP of the smaller 

economy does not play a role in horizontal intra-industry trade between China and EU-28 member coun-

tries. However, for total and vertical intra-industry trade, GDP-Min appears to be an important factor in 

determining total and horizontal trade flows, with a coefficient of 0.14 and 0.08 respectively, which is 

statistically significant. The financial crisis has a positive impact on bilateral trade flows and the effect is 
very significant (1%). 

 

 
Table 2. Dynamic panel regression results for China-EU28 ITI: 2001-2019 

Explanatory variables Dependent variables in log 

IIT HIIT VIT 

LogIITi,t-1 (T, H, V) 0,7285436*** 

(7,51) 

[0,000] 

1,321763*** 

(5,86) 

[0,000] 

0,6904877

*** 

(8,57) 

[0,000] 

LogFDIit 0,0321093 

(0,70) 

[0,485] 

0,0056926 

(0,14) 

[0,886] 

0,1211718

* 

(1,83) 

[0,068] 

LogDGDPPCijt -0,0679803* 

(-1,65) 

[0,099] 

-0,0682145 

(-1,06) 

[0,291] 

-0,622083* 

(1,83) 

[0,068] 

LogMinijt 0,1140936 

(1,41) 

[0,157] 

-0,0922402* 

(-1,89) 

[0,058] 

0,0866175

** 

(2,55) 

[0,011] 

LogMaxijt -0,1409967*** 

(-3,39) 

[0,001] 

-0,2067823*** 

(-2,92) 

[0,004] 

-

0,3688777

** 

(-2,34) 

[0,019] 

Low group crisist 0,2095325*** 

(2,99) 

[0,003] 

0,1814868** 

(2,40) 

[0,016] 

0,3555233 

(1,04) 

[0,299] 

Midium group crisist 0,2529552*** 

(2,59) 

[0,010] 

0,2111006*** 

(2,77) 

[0,006] 

0,4981302

* 

(1,72) 

[0,085] 
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Larg group crisist 0,1586061 

(1,24) 

[0,215] 

0,1928947 

(1,22) 

[0,223] 

0,4125105 

(1,32) 

[0,188] 

Constant 1,798635 

(0,64) 

[0,522] 

8,00619*** 

(2,72) 

[0,006] 

6,505556 

(1,20) 

[0,231] 

Number of obs 504 504 504 

Number of countries 28 28 28 

N of instruments 24 16 19 

AR(1) 0,007 0,035 0,007 

AR(2) 0,976 0,966 0,363 

Sargan Test 0,833 0,782 0,965 

Wald Chi2(6) 

Prob ˃ chi2 

269,17 

0,000 

1059,30 

0,000 

266,40 

0,000 

Notes: The values in italic indicate that these variables are significant. (.) Student’s t-test 

and [.] probabilities. significance threshold: *** (1%), ** (5%) and * (10%). 

Source: Authors’ calculation using STATA 13 

 

 

The influence of the explanatory variables has been the subject of several comments. The absolute 

difference in per capita income (logDGDPC) capturing the difference in factor endowment between two 

partner countries influences negatively and significantly (not significant) at 10% total and vertical (horizon-

tal) intra-industrial trade. The variable for the GDP of the larger economy, logGDP_MAX positively and very 

significantly affects (at 1%) the total and horizontal intra-industry trade and significantly at 5% the vertical 

intra-industry trade. While logGDP_MIN, the variable for the GDP of the smaller economy, negatively (posi-

tively) and significantly influences horizontal (vertical) intra-industry trade, non-significantly and positively 

influences total intra-industry trade. Both models, IIT and HIIT, are significantly and positively affected by 

the LOWGROUPSCRISIS variable. The MIDUMGROUPCRISIS variable influences positively and significantly 

at a threshold of 1% (by 10%) total and horizontal (vertical) intra-industrial trade. The different types of 

commerce, IIT, HIIT and VIIT are affected positively and not significantly by the LARGEGROUPSCRISIS vari-

able. Despite the non-significance, foreign direct investment (logFDI) positively influences total and hori-

zontal intra-industry trade and significantly vertical trade. This last result confirms the cooperation between 

foreign direct investment and vertical intra-industry trade. 

 

 

CONCLUSION 

This study assessed whether the Eurozone crisis changed the pattern of intra-industry trade between 

China and European Union (EU28) Member States during the period 2001-2019. For this purpose, using 

the method of Kandogan (2003),the IIT is broken down into horizontal IIT and vertical IIT according to the 

2-digit Standard International Trade Classification (SITC), then by analyzing the determinants of IIT, HIT 

and VIT related in particular to the dummy variable captures the effect of the crisis (dummy-crisis) in a first 

estimate,then by introducing in a second regression the dummy variables (Lowgroupcrisis, Mediumgroup-

crisis and Largegroupcrisis) have an interaction between the groups to which the countries belong and the 

crisis period (2009-2019). We apply a dynamic panel (GMM-System Two-Step) to solve the econometric 

problems of serial correlation, heteroscedasticity and endogeneity for some explanatory variables. 

Based on the results obtained, it was confirmed that economic development (income per capita) has 

a negative and significant effect on China's bilateral intra-industry trade. however, this result goes against 
Linder's hypothesis. In particular, intra-industry trade is negatively and significantly associated with differ-

ences in per capita income.  
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Through statistical studies, we have observed the decline in intra-industrial trade between China and 

the 5 countries with the greatest difference in per capita income, due to the euro zone crisis. Even if the 

effect is not perceptible in the regression model, the relationship between the different types of intra-

industry trade and the dummy lowgroupcrisis variable is not significant. This group of countries is the rich-

est and has much higher levels of GDP per capita. Thus, this fall in intra-industry trade after the crisis is 

mainly due to the difference in economic structures between China and higher-income countries, which 
confirms the prediction of Anderson (2003) that the volume of trade within industry is related to the size 

of the country and the level of per capita income. 

On the other hand, the coefficient for the GDP of the larger economy, logGDP_MAX is always negative 

(it is also statistically very significant), which contradicts the theoretical predictions of Hummels and Lev-

insohn (1995). Therefore, the results indicate that intra-industry trade decreases with GDP growth of the 

group of EU countries. 

In terms of economic policy, one of the positive results (significant for IIT in the first regression and for 

VIIT in the second regression) is the role of FDI flows in total and vertical intra-industry trade, by promoting 

structural changes in production and trade from China, as highlighted in previous publications and our 

results. Following the collapse of centralized economic regimes, the strategies of multinational corpora-

tions stimulated the segmentation of the productive process into human capital and labor-intensive activ-

ities as well as product differentiation. 

Finally, we can conclude that the financial crisis has further increased the importance of China in the 

economy of the member countries of the European Union. This leads us to conclude that China wants its 

partners to understand that this is not a competition but a partnership for its own interests and the inter-

ests of the planet. 

 

ANNEX 

 

List of countries 
 

Low Medium Large 

Denmark 

Ireland 

Luxembourg 

Netherland 

Sweden 

 

Belgium 

France 

Germany 

Italy 

Spain 

United Kingdom 

Austria 

Finland 

Cyprus 

Greece 

Portugal 

Czech Republic 

Estonia 

Hungary 

Latvia 

Lithuania 

Malta 

Poland 

Slovenia 

Slovak 

Bulgaria 

Romania 

Croatia 
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 Despite the extensive literature on the military spending, little is known about 

the empirical relationship between military spending and the size of shadow 
economy. This study investigates the impact of military spending on the 

shadow economy for 30 Asian economies from 1995 to 2017 by applying 
DOLS, and FMOLS techniques. Empirical finding indicates that an increase in 

military spending leads to an expansion of the informal economy. Our empir-
ical results also show that enhancing economic growth and attracting more 

foreign direct investment appears to reduce the shadow economy in Asian 
countries. Therefore, policies targeting reducing the shadow economy should 

be considered with conventional economic policies on economic growth, 
trade, and unemployment. 
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INTRODUCTION 

In the last decade, there has been a renewed emphasis on the issue of the shadow economy, both in 

academic and policy. The shadow economy encompasses all economic activities carried out by workers 

and economic units that, for both legal and practical reasons, are not or inadequately covered by formal 

systems (OECD/ILO, 2019). The global size of the shadow economy is alarming, and it continues to be a 

highly persistent, ubiquitous, and complex economic phenomenon (Medina and Schneider, 2018). Over 

the period 1990-2018, the shadow economy accounted for 32-33 percent of global GDP.  

Given its importance in proposing and implementing economic policy, scholars and policymakers have 

good reasons to identify the drivers of the shadow economy (Elgin and Erturk, 2019). A substantial body 
of literature has identified the factors influencing the size of the shadow economy. Among the leading 

causes of the expansion of informality are tax burden (Dell'Anno and Solomon, 2008; Schneider and Enste, 

2000), unemployment (Prado, 2011; Balanton and Peksen, 2019), and institutional quality (Friedman, et 

al., 2000; Schneider and Enste, 2000).  
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Due to the evolution of socioeconomic structures in recent decades, analyzing and identifying factors 

of the shadow economy is still ongoing. According to our review of the literature, military spending does 

not receive much attention from researchers conducting empirical studies on the shadow economy. Fur-

thermore, the recent economic crisis has highlighted the long-term unsustainable nature of budget deficits, 

forcing the government to reconsider the need for various types of government spending. Military spending 

is one of the most contentious areas of government spending. There is a substantial body of research on 
the effects of military spending on various macroeconomic indicators such as economic growth, employ-

ment, income inequality, and the environment (Ali and Solarin, 2020; Desli and Gkoulgkoutsika, 2021). 

Military spending, in particular, may have positive spillover effects on employment, infrastructure, and a 

variety of social benefits such as health and education. All of these factors may have an impact on the size 

of the economy. For these reasons, we will concentrate on the impact of military spending on the shadow 

economy in this paper.  

The Asian countries provide a fruitful research context to investigate this critical relationship. The coun-

tries studied account for more than half of global defense spending, with China, India, Japan, and South 

Korea ranking among the top ten in defense spending over three decades. Furthermore, many Asian coun-

tries have a large shadow economy, which accounts for about 28% of national GDP on average. The COVID-

19 pandemic has had a particularly severe humanitarian and economic impact on Asian countries.  

The remainder of this paper is organized as follows. Section 2 of the paper presents and synthesizes 

the literature review on the relations between the variables under consideration. Section 3 describes the 

data and methodology. Empirical findings and discussions are shown in Section 4, followed by the conclu-

sions and implications in Section 5 of the paper.  

 

 

1. LITERATURE REVIEW  

The shadow economy has long been at the center of academic studies and economic policy debates 

because of both its pervasiveness and its complex relationship with the development outcomes (Dell’Anno, 

2021). The review of literature on shadow economy is also referred to as informal economy, undeclared 

economy, underground economy, or black economy…. It ensures a taxonomic understanding of shadow 

economy which enables cross-disciplinary linkages: legal, political, social, and cultural connections (Da-

videscu et al., 2022). Measurement the size of the shadow economy is a difficult task since it is a fuzzy 

concept. Despite the fact that methods for assessing the shadow economy have been analyzed for a long 

time, it is still an open issue. The three basic estimation techniques are direct, indirect, and model-based 

approaches (Psychoyios et al., 2021) Previous studies has identified tax burden, economic growth, unem-

ployment, and institutional quality as the primary drivers of the existence and growth of the shadow econ-

omy (Goel and Nelson, 2016; Wu and Schneider, 2019).  

Nonetheless, the impacts of military spending on the shadow economy have received little attention. 

We consider that military spending might be a key determinant for the shadow economy for the following 

reasons. First, military-controlled property, such as land and real estate, can be misused for illegal eco-

nomic activities (Gupta et al., 2001). Second, military expenditures are the most opaque expenditures 
made by governments. This increases the potential for corruption, and illegal incomes can increase de-

mand for goods and services produced in the shadow sector. It is also known that the size of shadow 

economy depends on the effectiveness of the government to provide public goods and services (Johnson 

et al., 1999). In general, people tend to work legally if they understand that their contributions will return 

to them in the form of public goods (Alm et al., 1992; Alm et al., 1995; Kanniainen et al., 2004). However, 

not all people understand the usefulness of military expenditures, or at least, the obtained feeling of safety 

does not outweigh the tax burden used for financing these expenditures. Consequently, a number of people 

prefer to operate in shadow economy if military expenditure grows. 
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2.  RESEARCH METHODOLOGY  
 

2.1 Data sources 

This study covers 30 Asian countries over the period 1995-2017. A list of countries is presented in 

Table 1.  

 

 
Table 1. List of countries included in the analysis 

Armenia Iran, Islamic Rep. Malaysia Sri Lanka 

 
Azerbaijan Israel Mongolia Syrian Arab Republic 

Bahrain Japan Myanmar Thailand 

Bangladesh Jordan Oman Turkey 

Brunei Darussalam Kazakhstan Pakistan United Arab Emirates 

China Kuwait Philippines Yemen, Rep. 

India Korea, Rep. Saudi Arabia  

Indonesia Lebanon Singapore  

 

 

The variables considered come from several reputable sources – see Table 2 for variable sources, and 

definitions. The shadow economy is collected from Elgin, Kose, Ohnsorge, and Yu (2021). Data on military 

spending, economic growth, unemployment, and foreign direct investment are from the World Develop-

ment Indicators. Meanwhile, the data for institutional quality proxied by corruption is extracted from Inter-

national Country Risk Guide (ICRG), published by Political Risk Services (PRS).  

 

 
Table 2.  Description of variables and measurement 

No. Variable Measurement Abbreviation Source 

1 Shadow economy 
The size of shadow economy (per cent 

of GDP) 
SE 

 

2 Military spending  Military expenditure (per cent of GDP) MS 
World Development 

Indicators 

3 Institutional quality 

An index measuring the risk of politi-

cal corruption based on expert ratings 

from 0 to 6 with higher number denot-

ing less corruption 

IS 
International  

Country Risk Guide 

4 Economic growth GDP growth (annual %) GDPg 
World Development 

Indicators 

5 Unemployment 
Unemployment, total (% of total labor 

force) (modeled ILO estimate) 
UE 

World Development 

Indicators 

6 
Foreign direct  

investment 

Foreign direct investment, net inflows 

(% of GDP) 
FDI 

World Development 

Indicators 

 

 

2.2 Research model 

The following general equation is used to explore the impacts of military spending on the shadow 

economy for 30 Asian countries from 1995 to 2017 

SEit = β0 + β1MSit + β2ISit + β3 GDPgit + β4 UEit + β5 FDIit + Ɛit        (1) 

https://www.google.com/search?sxsrf=ALiCzsZ8SUTGqqpvXaqtwqP5HlOu3pr-8g:1668065082729&q=institutional+quality&spell=1&sa=X&ved=2ahUKEwi0ld_ViqP7AhVMRd4KHWH2AE0QkeECKAB6BAgHEAE
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in which i and t represent a country and time, respectively. SE stands for shadow economy size. MS repre-

sents military spending, while GDPg, UE, and FDI stand for economic growth, unemployment and foreign 

direct investment, respectively.  

Table 3 presents the descriptive statistics of all variables. The largest and smallest sizes of the shadow 

economy are 60.6 per cent and 10.31 per cent of the national GDP. The average size of the shadow econ-

omy of the Asian countries is about 28.5 per cent GDP. The mean value of military spending is about 3.594 
with a standard deviation of 2.397, a minimum of 0.571, and a maximum of 14.311 per cent GDP.   

 

 
Table 3. Descriptive statistics 

 Observations Mean Std. Dev. Min Max 

SE 690 28.527 12.288 10.317 60.600 

∆ SE 660 -0.074 0.457 -2.489 2.322 

MS 690 3.594 2.397 0.571 14.311 

∆MS 660 -0.052 0.600 -3.452 4.721 

INS 690 2.506 0.8776 1 5 

∆INS 660 -0.036 0.305 -2.25 1.333 

GDPg 690 0.046 0.047 -0.279 0.345 

∆GDPg 660 -0.007 0.046 -0.291 0.187 

UE 690 5.884 3.8886 0.25 19.01 

∆UE 660 0.029 0.695 -2.799 4.582 

FDI 690 3.916 6.346 -37.172 55.073 

∆FDI 660 0.052 4.390 -37.984 50.188 

Notes:  SE: Shadow economy; MS: Military spending; INS: Institutional quality; GDPg: GDP growth rate;  

              UE: Unemployment; FDI: Foreign direct investment 

 

 

3. EMPIRICAL RESULTS AND DISCUSSIONS 
 

3.1 The cross-sectional dependence test 
The cross-sectional dependence, which may cause inefficiency in the results, frequently happens in 

the panel data estimation. The Pesaran CD (2004) test is used to examine cross-sectional dependence in 

this study. Table 4 presents the results of the test. At the 1 per cent significance level, the hypothesis of 

cross-sectional dependence cannot be accepted. This finding indicates that the panel unit root test is more 

reliable when the first difference of variables is used in the analysis. 

 

 
Table 4. Cross-section dependence test results 

Variables SE MS INS GDPg UE FDI 

CD test 37.274*** 13.249*** 12.432*** 37.423*** 13.225*** 5.113*** 

p-value 0.000 0.000 0.000 0.000 0.000 0.000 

 

 

3.2 The panel unit root test 

The panel unit-root test is employed to examine the stationarity for variables used in our paper. We 

utilize the panel unit-root test by Pesaran (2003) to examine the stationarity and determine the integration 

order of the concerned variables. Results from Table 5 indicate that all variables are stationary at the first 
difference. These results imply that a long-run co-integrating relationship among the variables used in our 

analysis is possible. 
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Table 5. Panel unit root test results 

Variables 

Level First Difference 

Order of In-

tegration 
Constant 

(1) 

Constant and 

Trend 

(2) 

Constant 

(3) 

Constant and 

Trend 

(4) 

SE 
-1.246** 

(0.038) 

-1.143 

(0.115) 

-4.965*** 

(0.000) 

-2.733*** 

(0.000) 
I (1) 

MS 
-1.445** 

(0.027) 

-2.147** 

(0.017) 

-6.544*** 

(0.000) 

-3.154*** 

(0.000) 
I (1) 

INS 
-1.155 

(0.147) 

0.683 

(0.654) 

-6.145*** 

(0.000) 

-3.451*** 

(0.000) 
I (1) 

GDPg 
-0.741 

(0.254) 

-1.445* 

(0.061) 

-3.254*** 

(0.000) 

-4.654*** 

(0.000) 
I (1) 

UE 
-2.125** 

(0.035) 

0.981 

(0.744) 

-1.541*** 

(0.000) 

-4.655*** 

(0.000) 
I (1) 

FDI 
-5.251** 

(0.045) 

-1.558** 

(0.037) 

-6.485*** 

(0.000) 

-5.575*** 

(0.000) 
I (1) 

Notes: *, **, *** significant at 10 per cent, 5 per cent and 1 per cent level, respectively. The p-values are shown in 

parentheses. The Z[t-bar] is reported. SE: Shadow economy; MS: Military spending; INS: Institutional quality; GDPg: 

GDP growth rate; UE: Unemployment; FDI: Foreign direct investment 
 

 

3.3 The panel cointegration test 

We use Pedroni’s (1999, 2004), Kao’s (1999), and Westerlund (2005) residual cointegration tests to 

examine the long-run relationship among the variables. The results from these tests are presented in Table 

6. Our results confirm that the null hypothesis of no cointegration cannot be accepted at the 5 per cent 

significance level. These findings imply a long-run relationship between military expenditure, corruption, 

and the infromal economy. 

 

 
Table 6. Results of the cointegration test 

 Statistics 

Pedroni  

Modified Phillips-Perron t 5.769*** 

Phillips-Perron t -3.422** 

Augmented Dickey-Fuller t -4.927** 

Kao  

Modified Dickey-Fuller t -19.287*** 

Dickey-Fuller t -18.153*** 

Augmented Dickey-Fuller t -13.872*** 

Unadjusted modified Dickey-Fuller t -20.873*** 

Unadjusted Dickey-Fuller t -19.726*** 

Westerlund   

Variance Ratio 17.739*** 

Notes: **, *** significant at 5% and 1% level, respectively 
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3.4 Empirical findings on the relationship between military spending and shadow 

economy 

The relationship between military spending and shadow economy is examined using the panel DOLS 

estimator suggested by Kao and Chiang (2000) and the panel FMOLS estimator developed by Phillips and 

Hansen (1990).  

 

 
            Table 7. Empirical findings on the relationship between military spending and shadow economy using the DOLS and      

FMOLS estimation techniques 

 DOLS FMOLS 

MS 0.257*** 0.286*** 

INS 0.172*** 0.152*** 

GDPg -6.453*** -6.342*** 

UE 0.225*** 0.219*** 

FDI -0.043* -0.054* 

Notes: *, **, *** significant at 10 per cent, 5 per cent and 1 per cent level, respectively. 

MS: Military spending; INS: Institutional quality; GDPg: GDP growth rate; UE: Unemployment; FDI: Foreign direct in-

vestment 
 

The empirical results are shown in Table 7.  

First, an increase in military spending contributes to the expansion of the shadow economy. This find-

ing supports a crowding-out effect hypothesis, which considers that large military spending has long-term 

adverse effects on growth by crowding out civilian resources. This negative relationship has been con-

firmed by Chang et al., (2011), D’Agostino et al., (2020), Ali & Solarin (2020); Desli & Gkoulgkoutsika 

(2021). The modernization theory considers shadow economy behaves countercyclically, which means 

shadow economy expands while the formal economy contracts (Owolabi et al., 2022; Baklouti & Bou-

jelbene, 2020).  

Second, contrastly, institutional quality impacts negatively on the shadow economy. Institutions prox-

ied by corruption incentivizing firms to move into the informal sector as they see bribery to obtain permits 

and licensing as another tax that they would like to avoid (Johnson et al., 1997). This result is in line with 

findings from Hibbs & Piculescu (2010) and Torgler & Schneider (2009) studies. Furthermore, our findings 

indicate that economic growth reduces the shadow economy. This finding supports the dualism and volun-

tarism schools of thought on informality, demonstrating that the shadow economy and formal economy 
are substitutes (Maloney, 2004; La Porta & Shleifer, 2014).  

Informality would likely decline with greater prosperity due to increased opportunity costs of working 

in the shadows, as prosperity comes with more and better prospects in the formal sector, and strengthened 

monitoring of unlawful activities in wealthier nations (Goel & Nelson, 2016). This finding is consistent with 

studies by Baklouti & Boujelbene (2020), Njoya et al., (2022). Foreign direct investment might be associ-

ated with fewer informal activities by creating more employment (Blomström et al., 1997) and contributing 

to the official economic development (Romer, 1994; Li & Liu, 2005). Finally, unemployment increases the 

size of the shadow economy because high unemployment provides individuals more incentive to work 

unofficially to earn a living. 

 

 

CONCLUDING REMARKS AND POLICY RECOMMENDATIONS  

This study examines the effects of military spending on the shadow economy for 30 Asian countries 

from 1995 to 2017 by employing the DOLS and FMOLS estimation techniques. Our findings suggest a 

significant relationship between military spending and the shadow economy. Specifically, higher military 

spending, institutional quality is associated with a larger shadow economy. In addition, our empirical re-

sults also indicate that economic growth and increased foreign direct investment play an important role in 

declining the size of the shadow economy of the Asian economies. The results from our analysis also 
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demonstrate that an increase in unemployment significantly increases the size of the informal sector as 

workers have incentives to move into the informal sector to earn a living.  

Policy implications have emerged based on the results of this study. We consider that the governments 

should carefully consider implementing a military policy with a clear understanding that increasing military 

spending may contribute to the expansion of informality. As policy advice, we could suggest that govern-

ments make more effort to explain the need for military spending and ensure greater transparency in mil-
itary expenditure. In addition, for the Asian countries, the key drivers leading to the reduction of the shadow 

economy are economic growth and attracting foreign direct investment. Policymakers should implement 

supportive policies to boost economic growth in their economic development agenda. In addition, control-

ling unemployment appears to play an essential role in reducing shadow economy size. Simultaneous pol-

icies to attract foreign direct investment should also be considered. Firms can enjoy noted benefits from 

foreign direct investment, leading to creating more employment in the official sector, thereby reducing the 

incentive for people to engage in the underground. In conclusion, we advocate for a comprehensive set of 

policies targetting at reducing the shadow economy. We consider that policies tackling the shadow econ-

omy should be considered in conjunction with other conventional policies supporting economic growth and 

trade and addressing high unemployment. 
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INTRODUCTION 

An audit of the effectiveness of asset management in the activities of external state audit bodies has 

its own characteristics and specifics of the tourism industry. External state audit bodies perform the role 

of supervision and assessment of the effectiveness of the use of state assets and resources, the key fea-

tures of which are as follows: 

− audits of external government audit bodies are often carried out on the basis of legislation that governs 

their activities, which includes an assessment of compliance with laws and regulations in the field of 

asset management; 

− external government audit bodies must function independently of the institutions and bodies they au-

dit, ensuring the objectivity and reliability of audit results; 

− an important feature of an asset management audit includes an assessment of management and 

control processes, and not just financial statements. This may include assessing strategic planning, 

budgeting, monitoring and risk assessment; 

− asset management performance audit evaluates how effectively and efficiently public assets are used, 

including assessing the achievement of goals and results of programs and projects, as well as their 

contribution to public welfare; 

− one of the main goals of the audit is to maintain transparency and responsibility in asset management, 

including identifying and preventing corruption and abuse, as well as ensuring accountability to society 

and the government; 

− external government audit bodies can compare asset management practices with international stand-

ards and best practices, helping to identify areas where management efficiency can be improved; 

− audit results are often accompanied by recommendations for improving the asset management sys-

tem. External government audit bodies can also play an active role in developing reforms to improve 

the efficiency of asset management (Okuneviciute Neverauskiene, 2021); 

− audit results are often made available to the public, which helps to increase citizen awareness of how 

government assets and resources are managed. 

 
Auditing the effectiveness of asset management in the activities of external state audit bodies of the 

tourism industry plays an important role in ensuring the effective use of public resources and maintaining 

transparency and accountability in the management of public assets. 

 

 

1. LITERATURE REVIEW 

Government services cover a wide range of areas, from health and education to economic and social 

issues. Improving the quality and efficiency of public service delivery is of great importance to society, and 

performance auditing is a key tool in this area. The trend away from routine checks of legality towards a 

more productive and efficient approach to monitoring the use of public resources also reflects the evolu-

tion of the role of government auditors. Auditors are now more focused on assessing how public funds and 

resources impact the achievement of strategic goals and social welfare. Performance audit methodology 

plays a key role in this process, and it must be developed and applied taking into account the specifics of 

each country and public service sector. This type of audit evaluates how effectively and efficiently public 

funds are being used and helps identify areas where improvements can be made. However, performance 

auditing is also challenging as it requires the development of appropriate methods and tools to measure 

results and assess the impact of government programs and events. The development of performance au-

diting methodology and the exchange of knowledge and best practices between countries are important 

aspects of this area of research. Thus, research in the field of performance auditing is important for the 

development of the system of public financial control and ensuring the effective use of public resources in 

the interests of society.  

Consideration of foreign practices and standards related to asset management audit is important for 

comparison with domestic practices and for identifying best practices. The study of domestic practices and 

regulations related to auditing the effectiveness of asset management includes an analysis of the le-
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gislation and standards of Kazakhstan. Analysis of empirical studies and data related to auditing the ef-

fectiveness of asset management allows us to understand the real challenges and results of audit practice. 

Monitoring the effectiveness of the use of budgetary funds includes control for the targeted use of budget 

funds and analysis of the effectiveness of the use of allocated funds: 

− Cumulative socio-economic effect. Measuring the total socio-economic effect of the implementation of 

national programs is an important indicator of effectiveness. This indicator takes into account changes 

in the economy, social sphere and other aspects that may result from government investments and 

activities (Sri Rahayu et al., 2020). 

− Long-term investments. Viewing government spending as a long-term investment emphasizes the im-

portance of understanding that the effects of government programs and activities may not appear 
immediately, but in the future. 

− Performance indicators. Government performance analysis includes a number of key indicators such 

as economic development, new business growth, GDP levels, poverty levels and others. Measuring 

these indicators can help determine the impact of government actions on the economy and society 

(Hutapea & Widyaningsih, 2017). 

− Result orientation. Results-oriented performance auditing involves evaluating the actual achievements 

and results of programs and activities. This is important for determining whether the state is really 

achieving its goals (Basri and Nabiha, 2014; Sutopo et al., 2017). 

− Setting priorities. It is important to focus efforts on those aspects, processes or systems that have the 

greatest environmental, social, economic and political significance. This will help identify areas that 

need improvement and resources should be directed to those areas first. 

 

Research in this area is essential for developing performance audit methodology, defining evaluation 

criteria and developing recommendations for improving the use of public funds. This helps ensure more 

efficient and productive government management, which ultimately contributes to improving the quality of 

life of citizens and achieving the strategic goals of the state. The importance of auditing the effectiveness 

of the use of public funds and assessing the performance of government bodies within the framework of 

strategic management is considered by many scientists: 

− efficiency audit is a tool that allows you to assess how appropriate and rationally budget funds are 

used. This is important to ensure the best possible use of limited financial resources (Sutopo et al., 

2017; Tamimi & Orbán, 2022); 

− the process of institutionalizing a system for assessing the performance of government bodies contrib-

utes to increased efficiency and organizational development, allowing one to identify areas that need 

improvement and take appropriate measures; 

− the creation of a system for external assessment of the activities of government institutions by society 

is important to ensure transparency and trust, allowing society to more carefully monitor the actions of 

the government. 

 

In general, auditing the effectiveness of the use of public funds and evaluating the performance of 

government agencies play a key role in improving public financial management, increasing transparency 

and trust in government, and ensuring the achievement of strategic goals. These aspects are important 

for improving the quality of public services and ensuring the well-being of citizens. Studying international 

experience and best practices in the field of asset management performance auditing can help Kazakh-

stan improve its own practices and build an effective resource management system. B. Fleron et al (2021) 

note that digitalization in the public sector has the potential to improve the achievement of sustainable 

development goals. This can be achieved by improving the efficiency of public service delivery. This study 

examines in detail issues related to the adoption of digital technologies and their impact on the public 

sector and sustainable development. Innovative technologies and the concept of open data indeed provide 

great opportunities for international, national and local non-governmental organizations (Du et al., 2020). 

They can be used to participate in various open data initiatives, which helps improve the e-participation 

and active public participation components of e-government. Researchers A. Ramsetty & C. Adams (2020) 
and E. Kabbar (2021) discuss these issues in detail and are likely to provide analysis and examples demon-

strating how open data and innovative technologies can be used to achieve e-participation and public 
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engagement. With the development of digital technologies and innovative public services, it becomes im-

portant for governments to use them strategically to improve the quality of service delivery and ensure 

sustainable development. This could be a key factor in improving the efficiency and openness of govern-

ment bodies (Eom and Lee, 2022). A. Pavlyukova & O. Lozitskaya (2018) raise interesting and important 

issues in the context of improving government financial control. Each of these aspects deserves a more in-

depth study: 

− Focusing on the final recipient is an important aspect, since financial control should be aimed at en-

suring the effective use of public resources and meeting the needs of citizens and society. 

− Improving information interaction - ensuring access to up-to-date information and effective exchange 

of data between control authorities and institutions is of great importance for effective control over 
financial processes. 

− Application of a risk-based approach - allows you to focus efforts on the most significant and probable 

risks, which contributes to more effective control and optimization of the use of resources. 

− Emphasis on the analysis of the organization and functioning of financial management of control ob-

jects. The study of the structure and processes of financial management in control objects allows us 

to identify vulnerabilities and opportunities for improving financial discipline. 

 

An in-depth study of these aspects can help develop more effective strategies for improving public 

financial control and improving the management of financial resources in government bodies and institu-

tions. Public resource efficiency audit is an important financial control tool that is used to assess how 

effectively government resources, including budgetary funds, are used within various government pro-

grams and projects. This type of audit helps identify waste of funds, fraud, financial misconduct and other 

problems. Government experience shows that the successful implementation of e-government models 

contributes to effective governance and is an important factor in creating effective, accountable and inclu-

sive institutions at all levels of government (Dreshpaket al., 2022). Public sector auditing is a vital activity 

in democracies, underpinning the relationship between government and the governed, the executive and 

legislature, and the various parts of government. While much exceptional work has been done in public 

sector auditing in recent years, the sector is facing new challenges. These challenges include issues of the 

regulatory space, digitalization, the impact of changes in service delivery structure, and how audit and 

accountability mechanisms address such crises. Government audit has increasingly come under criticism 

for failing to highlight issues of financial sustainability and efficiency in governments and public sector 

organizations, and for private sector failures by firms providing public services. Indeed, there remains a 

gap in expectations regarding what government audit does and for whom. In terms of increasing the ac-

countability of government agencies, clarity is needed regarding what powers are available, where money 

is spent, and what citizens receive for it (Ferry et al., 2022). This becomes even more important in an 

environment of ever-decreasing resources, in an environment of growing demand for government inter-

vention, and in an environment where a strong refocus on achieving financial results sometimes comes at 

the expense of non-financial performance (Bracci et al., 2015). The contribution or lack of contribution of 

audit to building trust is even more important against a political backdrop where trust in democratic society 

itself is increasingly vulnerable. 

 

 

2. DATA AND METHODOLOGY 

The need to study the features of auditing the effectiveness of asset management in the activities of 

external state audit bodies lies in substantiating the following factors (Figure 1). 
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Features of auditing the effectiveness of asset management in the activities of external state audit bodies 

 

→ 
Ensuring effective 

resource management 
→ 

External government audit bodies play an important role in ensuring 

the efficient use of government resources. Examining the auditing of 

this process helps ensure that government assets are being used in 

the best possible way to achieve strategic goals 

 

→ 
Transparency and 

responsibility 
→ 

Asset management performance audits help improve transparency 

and accountability in the management of public resources. This is 

especially important in conditions where the public demands more 

open and 

honest government activities 

 

→ Cost optimization → 

The research allows us to identify areas where costs can be reduced 

and costs optimized. This is relevant for the effective management of 

limited budget resources 

 

→ 
Fighting corruption and 

abuse 
→ 

An asset management performance audit can help identify corruption, 

abuse and mismanagement of assets, helping to create more honest 

and accountable management 

 

→ 
Compliance with 

regulations and laws 
→ 

The study allows us to assess the extent to which the activities of 

external government audit bodies comply with regulations and legisla-

tion, helping to ensure the legality and legitimacy of the bodies' 

actions 

 

→ 
World experience and 

best practices 
→ 

Studying international experience and best practices in the field of 

auditing the effectiveness of asset management can help the 

Republic of Kazakhstan improve its own practices and build an 

effective resource management system 

 

→ Balanced development → 

Striking a balance between economic growth and environmental 

sustainability and social development requires effective asset 

management. Research in this area can help achieve this balance 

Figure 1. Features of auditing the effectiveness of asset management in the activities of external state audit bodies 

Source: compiled by authors 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Features of auditing the effectiveness of asset management in the activities of external state audit bodies 

Source: compiled by authors 
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All these factors emphasize the relevance of studying the features of auditing the effectiveness of 

asset management in the activities of external state audit bodies for both developed countries and devel-

oping economies, including Kazakhstan. An audit of the effectiveness of asset management in the activi-

ties of external state audit bodies may have its own characteristics (Figure 2). 

The features of auditing the effectiveness of asset management in the activities of external state audit 

bodies include: 

− the specifics of the assessment of state assets, where external government audit bodies must take 

into account the specifics of the assessment of state assets, since they can include a variety of cate-
gories, from buildings and equipment to financial investments and property, while auditors must be 

attentive to the correct classification and assessment of these assets; 

− legal compliance assessment, where auditors evaluate whether asset management complies with le-

gal norms and regulations. This includes reviewing compliance with procurement, asset accounting 

and public financial management procedures; 

− one of the key tasks of auditing the effectiveness of asset management is to determine how effectively 

external state audit bodies use state assets to achieve their goals and objectives; 

− auditors must conduct an analysis of the risks associated with asset management in external govern-

ment audit bodies and identify possible threats and problems in asset management processes; 

− based on the audit results, auditors provide recommendations for improving asset management and 

increasing their efficiency. These recommendations may include proposals to improve procedures and 

policies, reduce costs and increase the efficiency of external government audit bodies. 

The overall purpose of such an audit is to ensure efficient and effective use of government assets and 

to ensure compliance with legislation in this area. In Kazakhstan, in accordance with the Resolution of the 

Accounting Committee for control over the execution of the republican budget, there is a procedural stand-

ard for external state audit and financial control for conducting performance audits, which defines the 

purpose, objectives, criteria and procedures for performance audits carried out by external state audit and 

financial control bodies (Regulatory resolution of the Accounts Committee, 2016). The standard was de-

veloped in accordance with the regulatory legal acts of the Republic of Kazakhstan governing issues of 

external government audit and financial control, and on the basis of acceptable provisions of International 

Standards (ISSAI), approved by the International Organization of Supreme Audit Institutions (INTOSAI), in-

cluding ISSAI 300 "Basic principles of performance auditing" , ISSAI 3000 Standards and Guidelines for 

Performance Auditing Based on INTOSAI Auditing Standards and Practical Experience, ISSAI 3100 Guide-

lines on Key Concepts in Performance Auditing, ISSAI 3200 Guidelines on the Performance Audit Process. 

State regulation in the field of government audit and financial control in the Republic of Kazakhstan is 

carried out by the President of the Republic of Kazakhstan, the Government of the Republic of Kazakhstan, 

the Supreme Chamber of Audits and the authorized body for internal government audit (Law of the Repub-

lic of Kazakhstan “On state audit and financial control”). 

Audit procedures in the field of performance auditing are regulated by the Accounts Committee by a 

legal and methodological framework. Both the legal framework and the methodological framework are 

regularly updated and supplemented with new methodological documents in various areas of audit. At the 

same time, it is important to coordinate with the Schedule for the development and approval of by-laws for 

the implementation of the laws “On State Audit and Financial Control” and “On Amendments and Additions 

to Some Legislative Acts of the Republic of Kazakhstan on State Audit and Financial Control”. The re-gula-

tions governing the scope of performance auditing are divided into three categories: 

A) Legislative framework, including: 

− Law on State Audit and Financial Control, which describes general provisions, indicators, basic princi-

ples and standards of state audit and financial control; 

− Law on amendments and additions to some legislative acts of the Republic of Kazakhstan on issues 

of state audit and financial control. 
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B) Regulatory framework, consisting of: 

− Standards of external government audit and financial control for conducting performance audits; 

− Rules for assessing documents of the State Planning System of the Republic of Kazakhstan, deve--

lopment strategies and development plans of national management holdings, national holdings, na-

tional companies in which the state is a shareholder; 

− Rules for conducting external government audit and financial control. 

C) Methodological documents: 

− Methodological guidance on the application of the procedural standard of external government audit 

and financial control for conducting performance audits; 

− Methodology for conducting an audit of the effectiveness of tax and customs administration; 

− Methodological guidelines for conducting an audit of the efficiency of use of state assets; 

− Methodology for conducting an audit of the effectiveness of a government agency; 

− Methodology for conducting an audit of the performance of a quasi-public sector entity; 

− Methodology for conducting state audit of budget investments; 

− Methodological guidance for conducting an audit of the effectiveness of budget funds aimed at the 

formation of intellectual assets of the state and the development of science; 

− Methodological guidelines for conducting performance audits in the field of environmental protection, 

taking into account international experience. 

 

The Supreme Audit Chamber of the Republic of Kazakhstan (hereinafter referred to as the SCA) in-

dependently and objectively analyzes and verifies the financial and economic activities of government bod-

ies, state-owned enterprises, organizations with state participation and other organizations receiving pub-

lic funds. State audit in the Republic of Kazakhstan is carried out by: 

− Supreme Audit Chamber of the Republic of Kazakhstan (hereinafter – SCA); 

− Audit commission; 

− Committee for Internal State Audit (hereinafter referred to as ICGA); 

− Ministry of Finance of the Republic of Kazakhstan (hereinafter – MF); 

− 17 territorial bodies of the Department of Internal State Audit (hereinafter referred to as DVGA); 

− 61 Internal Audit Service (hereinafter – IAS), including: in Central State Bodies (hereinafter – CGO) – 

27, in Local Executive Bodies (hereinafter – LEB) – 17, in police departments (hereinafter – DP) – 17. 

 

 

3. ANALYSIS AND RESULTS 

For the period from 2016 to 2021, state audit bodies carried out audit activities at 20,399 facilities, 

the results of which are displayed in Table 1 below. 

 

 
Table 1. Audit by state audit bodies as of 01.01.2022 

Indicator 01.01.2017 01.01.2018 01.01.2019 01.01.2020 01.01.2021 01.01.2022 

Quantity audit and 

expert-analytical 

events, units 

5695,0 5772,0 4797,0 3772,0 2470 3578 

Quantity objects, 

Covered state au-

dit, units 

4 056,0 

 

4 018,0 

 

5 063,0 

 

3 008,0 

 
2 426 2 785 

Volume of funds 

covered 

State audit, billion 

tenge 

4 749,0 

 

5 434,0 

 

3 749,0 

 
3434,0 56 291,4 41 691,3 
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Total installed vio-

lations of norms 

legislation, and 

also acts subjects 

quasi-state govern-

ment sector, billion 

tenge, including 

number: 

12882657,2 

 

10323202,3 

 

13882657,2 

 
10323202,3 2812,7 3475,5 

- financial 

violations, billion 

tenge 

64478,7 

 

55800242,7 

 

2774478,7 

 
1800242,7 516,2 1 892,4 

Volume of funds 

subject to restora-

tion 

(reimbursement), 

billion tenge 

552317,4 

 

789488,1 

 

752317,4 

 
639488,1 502,2 1 793,2 

Restored (re-

funded) in re- 

porting period, bill. 

tenge 

548653,8 

 

252525,1 

 

748653,8 

 
642525,1 366,5 1 399 

Materials trans-

ferred 

audit in law en-

forcement 

organs, units 

459065,8 

 

574040,4 

 

579065,8 

 
474040,4 452 652 

Attracted to admin-

istrat. responsibil-

ity, persons 

651,0 954,0 651,0 954,0 2 375 3 228 

Involved in discipli-

nary 

responsibility, per-

sons 

3 012,0 

 

3 063,0 

 

2 012,0 

 

2 063,0 

 
3 278 5 447 

Quantity aimed 

recommendations, 

units 

7 838,0 

 

5 970,0 

 

6 838,0 

 

4 970,0 

 
3 329 4 113 

Quantity issued In-

structtions (pre-

scriptions), units 

5 732,0 

 

5 247,0 

 

4 732,0 

 

4 247,0 

 
4 977 5 758 

Source: compiled by authors according to https://www.gov.kz/memleket/entities/esep?lang=ru 

 

 

As of 01.01.22, state audit bodies carried out 2,736 audit and expert-analytical activities, with an 

increase of 1.7 times as of 01.01.2021. The volume of funds covered by the audit in 2021 amounted to 

24,437.3 billion tenge, with a decrease of 40.1%. At the same time, the amount of detected violations 

increased almost 4 times, or by 2,363.9 billion tenge. 3,457 recommendations and 5,188 instructions 

were sent to the government and state bodies. According to the audit results, out of 1,731 billion tenge 

subject to restoration and compensation, 1,292.1 billion tenge or 75% were actually restored (reimbursed). 

There has been a more than 1.4-fold increase in officials and legal entities brought to administrative re-

sponsibility based on the results of the audit – 2,223. The Supreme Audit Chamber has summed up the 

results of 20 audit activities carried out at 124 facilities for 2022. The volume of funds covered by the 

audit amounted to 4,958.5 billion tenge. During the audits, 271.1 billion tenge of violations were identified, 
including 34.2 billion tenge of financial violations, 236.9 billion tenge of ineffective planning and use of 

budget funds and state assets (Figure 3). 
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Figure 3. Some performance indicators of the Supreme Chamber of Auditors for the period 2015-2022. in dynam-

ics, million tenge 

Source: compiled by authors according to https://www.gov.kz/memleket/entities/esep?lang=ru 

 

 

Table 2. Main performance indicators of the Supreme Chamber of Auditors for the period 2015-2022, million tenge 

Year 

Number of 

audit 

events 

Quantity 

objects 

Volume 

funds 

Total 

established 

violations 

Total 

established 

financial 

violations 

Volume 

funds 

subject to 

restoration 

Restored 

and 

refunded 

funds 

2016 11 116 2635305 562662 4 850,5 512 65062,5 

2017 7 56 1297792,4 612549,9 10 946,5 1 121,1 62 783,1 

2018 23 179 5195,8 429,2 771,0 138,1 130,1 

2019 20 207 34177,5 1203,8 173,0 35,7 21,5 

2020 18 117 47278781,2 1852710,3 689,3 80 648,9 15723 

2021 21 155 32363548,8 1723035,6 11 116 397 166,6 390155 

2022 20 124 4958499 271100,9 2186,3 34 188,1 16905,1 

Source: compiled by authors according to https://www.gov.kz/memleket/entities/esep?lang=ru. 

 

 

According to the results of the audit, out of 34.2 billion tenge subject to restoration and compensation 

when the deadlines have come, 16.9 billion tenge were actually restored (reimbursed). 2,087 procedural 

violations were identified. 112 recommendations and 346 instructions (instructions) were sent to the go-

vernment and state bodies. 120 officials were brought to disciplinary liability, and 45 individuals and legal 

entities were brought to administrative liability. 15 audit materials were sent to law enforcement agencies 

for consideration and procedural decisions, 6 of them were registered in the Unified Register of Pretrial 

Investigations, 5 were sent to the authorized bodies for additional verification, and 4 of them were discon-

tinued (Table 2). Based on the above data on the activities of the Supreme Chamber of Auditors, we can 

conclude that the coverage of budgetary funds by audit activities has expanded. 

 

 

4. APPLICATION FUNCTIONALITY 

During the pandemic, electronic auditing in Kazakhstan has helped maintain the continuity of audit 

processes, ensuring the efficiency and quality of audits. Auditors could analyze financial information, check 

compliance with laws and regulations, identify irregularities and risks, and make recommendations to im-

prove management and financial reporting. The new digital reality requires an inevitable transformation of 

public services: the impact of information and communication technologies (ICT) on national public ser-

vices requires a qualitative update of the existing system (Rydzak et al., 2023). The concept of public 
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administration and the rationalization of management cycles and functions using digital technologies lead 

to increased efficiency and quality of services provided (Table 3) Organizations using the Internet. 
 

 

Table 3. Dynamics of the considered indicators 

Year 

Services in the 

field of public ad-

ministration and 

defense, 

million tenge 

Total costs for ICT (tak-

ing into account the or-

ganization of govern-

ment adminis-tration), 

million tenge 

Volume of sales of 

services via the In-

ternet, million 

tenge 

Organizations using the 

Internet (including gov-

ernment organizations), 

units 

01.01.2011 815065,7 147 538,3 54 271,0 45 354 

01.01.2012 1009479,9 214 179,7 65 264,0 48 064 

01.01.2013 1225449,9 309 821,2 69 387,0 49 853 

01.01.2014 1386994,2 220 847,7 71 256,0 58 456 

01.01.2015 1516375,2 237 079,4 73 488,4 52 630 

01.01.2016 1708422,4 375 600,4 39 156,4 65 186 

01.01.2017 1645153,2 269 526,7 80 198,4 75 779 

01.01.2018 1814341,0 349 943,6 70 356,2 79 658 

01.01.2019 1948244,8 305 217,4 136123,0 100 702 

01.01.2020 2316089,2 337 712,7 121153,7 105 531 

01.01.2021 2564828,8 388 928,5 209164,7 110 246 

01.01.2022 2678921,3 443 121,3 247928,6 107 121 

Source: compiled by authors according to www.stat.gov.kz 

 

 

In order to consider the further dynamics of development of service indicators in the field of public 

administration and defense, we will make forecast calculations using regression analysis and Excel. In 

accordance with the forecast calculations made, we obtain the following data (Table 4). 

 

 
Table 4. Forecast values of indicators for the development of services in the field of public administration and defense 

for 2023-2025, million tenge 

Indicator 2022 2023 2024 2025 

Trend 2754258,993 2913127,538 3071996,082 3230864,626 

Growth 2903935,672 3160165,421 3439003,688 3742445,345 

Source: compiled by authors  

 

 

The conclusions of the calculations performed are shown in Table 5. 
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Table 5. Conclusions of the calculations performed 

CONCLUSION OF RESULTS 

Regression statistics  

Multiple R 0,974039  

R- square 0,948751  
Normal 

R- square 0,942345  

Standard error 118572,7  

Observations 10  
 

Analysis of variance 

  df SS MS 

 

F 

Value 

 F 

Regression 1 2,08E+12 2,08E+12 
 

148,1018 1,93E-06 

Remainder 8 1,12E+11 1,41E+10 
  
  Total 9 2,19E+12   

  Coefficients 
Standard 

error t- statistics P-value 
Min 
95% 

Max 
95% 

Min 
95,0% 

Max 
95,0% 

Y- intersec-
tion -3,2E+08 26324277 -12,0983 2,01E-06 -3,8E+08 -2,6E+08 

-
3,8E+08 -2,6E+08 

Variable  
X 1 158868,5 13054,43 12,16971 1,93E-06 128765 188972,1 128765 188972,1 

 

Source: compiled by authors  

 

 

If we consider the information on the execution of targeted transfers allocated to the regions from the 

republican budget, the situation is as follows (Table 6). 
 

 

Table 6. Information on the execution of targeted transfers allocated to regions from the republican budget as of July 

1, 2023, million tenge 

Indicator Plan for 2023 
Plan for the 1st 
of July  2023 

Fact as of 1st of 
July  2023 

% execution Not mastered 

Total 2 217 468,9 837 982,8 829 894,1 99,0 -8088,7 

Total targeted transfers 1 964 966,5 754 880,6 746 791,9 98,9 -8088,7 

Loans 252 502,4 83 102,2 83 102,2 100,0 0,0 

Akmola 123232,2 39 603,3 38 831,3 98,1 -772,0 

Aktuibinsk 103426,6 32 296,4 30 491,9 94,4 -1804,5 

Almaty 153782,0 52 657,9 51 635,0 98,1 -1022,9 

Atyrau 69525,0 26 001,2 25 466,0 97,9 -535,2 

East Kazakhstan 70175,2 26 192,7 25 876,5 98,8 -316,2 

Zhambyl 107525,5 35 995,3 35 939,1 99,8 -56,2 

West Kazakhstan 71869,3 22 827,1 22 807,0 99,9 -20,1 

Karaganda 87323,3 37 295,2 35 588,4 95,4 -1706,8 

Kyzylorda 93079,3 31 970,2 31 703,1 99,2 -267,1 

Kostanay 116859,8 57 750,9 57 669,4 99,9 -81,5 

Mangistau 94885,3 28 468,6 28 109,0 98,7 -359,6 

Pavlodar 66817,2 18 822,5 18 820,3 99,99 -2,2 

North Kazakhstan 59961,6 17 236,8 17 236,8 100,0 -0,0 

Turkestan 208106,8 87 808,0 87 358,0 99,5 -450,0 

Shymkent city 90168,5 37 623,9 37 623,7 99,9 -0,2 

Almaty city 145669,4 50 719,7 50 340,2 99,3 -379,5 

Astana city 429491,6 199 393,4 199 156,0 99,9 -237,4 

Ulytau 25311,5 6 410,4 6 410,4 100,0 0,0 

Zhetisu 43694,5 14 195,5 14 143,9 99,6 -51,6 

Abay 56564,6 14 713,8 14 688,2 99,8 -25,6 

Source: compiled by authors according to https://www.gov.kz/ 

https://www.gov.kz/


  128 

The greatest lack of development occurred in the Aktobe region - 1,804.5 million tenge, Karaganda - 

1,706.8 million tenge, Almaty - 1,022.9 million tenge, Akmola - 772 million tenge, Atyrau regions - 535.2 

million tenge. Main reasons: 

- adjustment of design and estimate documentation; 

- instructions from supervisory authorities; 

- lengthy conduct of competitive procedures; 
- untimely provision of work completion certificates. 

 

Kazakhstan has experienced several economic crises in recent years, which have greatly impacted 

the budget and depleted the National Fund's reserves. The increase in tax revenues was especially notice-

able. As a result, over the past 2022, CIT payments increased by 40% to almost T4 trillion, demon-strating 

a record growth rate since 2005. As a result, the share of revenues from this type of tax in the structure of 

all tax revenues to the state budget reached 26.7% (26.4% in 2021) (Figure 4). 

 

 

 

Figure 4. Tax revenues by quarter, billion tenge 

Source: compiled by authors according to https://halykfinance.kz/ 

 

 
The dynamics of tax revenues (CIT) has improved. This means that the government received more 

revenue from tax sources. Two factors contributed to this improvement: 

− increased revenues from the raw materials sector - means that prices for raw materials (for example, 

oil, gas, metals) have increased, which has led to an increase in income from the export of these goods 

and, consequently, to greater tax revenues; 

− the positive dynamics of economic growth of the republic above 3% year on year indicates that the 

country’s economy is growing, and tax revenues are likely to increase due to increased income of com-

panies and the population. 

 

This is a positive development, as increased tax revenues can help finance government programs, 

infrastructure projects and social services. It is important that economic growth is sustainable and not 

dependent only on the raw materials sector to ensure the long-term development of the republic. These 

factors have a positive impact on the economic situation and financial condition of the republic. 

Changes in the distribution of financial resources at various levels (state, regional and among enter-

prises) affect the amount of tax revenues, the volume of government procurement and the financing of 

organizations and sectors of the economy. This, in turn, affects economic development as a whole, social 

production, socio-cultural development and the scientific and technical potential of society. 
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The importance of the relationship between various aspects of the economic system and the financial 

policy of the state consists of the following key points: 

− The ratio of financial resources at different levels: 

o state level - we are talking about the budget, which often plays a key role in financing national 

projects, defense, education and health care; 

o republican level - these are the budgets of regional or republican authorities, which may have 

their own priorities in financing, including regional infrastructure projects, education and 

healthcare. 
o the level of economic entities includes enterprises and organizations that also pay taxes and 

can receive government support. 

− Tax revenues - their volume depends on the structure of the tax system, tax rates and taxable objects. 

Increased tax revenues can provide additional resources for government budgets at all levels. 

− Public procurement is an important public policy instrument that allows the government to purchase 

goods and services. The size of government procurement can affect various sectors of the economy 

and have an impact on business activity. 

− Financing of organizations and sectors of the economy. The government can provide financial support 

to individual companies, economic sectors or regions to stimulate economic growth and employment. 

− Development of the economy and subjects. Economic growth at all levels can help increase incomes 

and improve people's lives. Economic entities (enterprises, organizations) play an important role in 

achieving this goal. 

− Social production, socio-cultural development, scientific and technical potential. Funding and regula--

tion at all levels must take into account public needs, including health, education, culture and scientific 

and technological innovation. 

 

In general, the impact of financial and economic decisions on society and the economy is a complex 

and multifactorial process, and governments strive to achieve a balance between various aspects to en-

sure sustainable and balanced development. 

An increase in oil revenues and a favorable external price environment can significantly affect the 

revenue side of the country's budget. In this context, the growth of oil revenues in 2022 played the role of 

a key factor in improving budgetary parameters (Figure 5). 

 

 

Figure 5. State budget revenues for 2017-2022, trillion. tenge 

Source: compiled by authors according to https://halykfinance.kz/ 

 

 

Expanding the fiscal impulse, that is, increasing government spending, could also contribute to eco-

nomic growth and increase budget revenues, taking into account the following points: 

− Growth in oil revenues. If a country is a major oil producer and exporter, then changes in world oil prices 

can significantly affect government budget revenues. Rising oil prices may increase revenues from oil 

sales and taxes. 

https://halykfinance.kz/
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− Fiscal impulse. Expanding government spending, as part of fiscal policy, can stimulate economic 

growth, as government investment and spending can create jobs and promote the development of 

various sectors of the economy. 

− Growth of budget revenues. An increase in budget revenues may be due to both an increase in tax 

revenues due to economic growth and an increase in revenues from oil and other natural resources. 

− Balanced budget. It is important that the increase in revenue is balanced with expenditure so as not 

to create a budget deficit. Expense increases should be commensurate with revenue growth and 

weighed against long-term financial sustainability. 

 

As a result, it is important that government authorities use increased revenues and expenditures 

wisely to ensure sustainable development of the country's economy and budget. It is also important to 

transparently report to society on the expenditure of funds and the effectiveness of the use of budget 
resources. 

 

 

CONCLUSION 

Assessing and forecasting the parameters of macroeconomic stabilization and their reflection in the 
budgetary policy of Kazakhstan plays an important role in subsequently obtaining forecast estimates of 

indicators of economic activity and inflationary processes, which allows assessing the impact of changes 

in tax policy on economic growth, pricing and is taken into account when making decisions in the field of 

monetary - credit policy. 

This study presents a contemporary view of the contemporary public audit space from various per-

spectives. 

The hypothesis put forward by the author was confirmed, proving that the public administration sys-

tem, including at the local level, has a direct impact on the growth of economic well-being of the country 

and the region as a whole. It is obvious that the filling of budgets, including at the regional level, depends 

on regional authorities no less than the filling of regional budgets on the decisions of central authorities. 

The author determined the forecast values of public administration services for 2023-2025 using a trend 

model, which will indicate the impact of the volume of public administration services, the results of which 

indicate minor changes, but, nevertheless, with a certain increase. 

 

 

REFERENCES 

Basri, H., Nabiha, S. (2014), “Accountability of local government: The case of Aceh Province”. Asia Pacific 

Journal of Accounting and Finance, Vol. 3, No. 1, pp. 1-14. https://s3.amazonaws.com/academia. 

edu.documents/41318026/1 Accountability_Of_Local_Government.pdf 

Bracci, E., Humphrey, C., Moll, J., Steccolini, I. (2015), “Public sector accounting, accountability and aus-

terity: more than balancing the books?” Accounting, Auditing and Accountability Journal, Vol. 28, No. 

6, pp. 878–908. https://doi.org/10.1108/AAAJ-06-2015-2090 

Dreshpak, V.M., Kovalov, V.G., Kritenko, O.O., Shevchenko, N.I., Babachenko, N.V. (2022), “Communica-

tion of EU public servants in the digital environment during the Covid-19”, Pandemic Amazonia Inves-

tiga, Vol. 11, No. 51, pp. 171-182. https://doi.org/10.34069/AI/2022.51.03.16 

Du, J., Peng, S., Song, W., Peng, J. (2020), “Relationship between Enterprise Technological Diversification 

and Technology Innovation Performance: Moderating Role of Internal Resources and External Envi-

ronment Dynamics”, Transformations in Business & Economics, Vol. 19, No 2 (50), pp. 52-73.  

Eom, S.J, Lee, J. (2022), “Digital government transformation in turbulent times: Responses, challenges, 

and future direction”. Government Information Quarterly, Vol. 39, No. 2, 101690, https://doi.org/ 

10.1016/j.giq.2022.101690. 

Ferry, L., Midgley, H. (2022), “Democracy, accountability and audit: the creation of the UK NAO as a defence 

of liberty”. Accounting, Auditing and Accountability Journal, Vol. 35, No. 2, pp. 413–438. https://doi 

.org/10. 1108/AAAJ-10-2020-4985 



 131 

Fleron, B., Pries-heje, J., Baskerville, R. (2021), “Digital organizational resilience:  a history of denmark as 

a most digitalized country”, Proceedings   of   the   54th   Hawaii International Conference on System 

Sciences, pp. 2400-2409, https://scholarspace.manoa.hawaii.edu/bitstream/10125/70907/ 

0236.pdf 

Hutapea, F.L., Widyaningsih, A. (2017), “Pengaruh Good Government Governance Dan Ukuran Legislatif 

Terhadap Kinerja Pemerintah”, Journal Asset, Vol. 9, No. 1, pp. 173–186. https://doi.org/10.17509/ 
jaset.v9i1.5446 

Kabbar, E. (2021), “A comparative analysis of the e-government development index (egdi)”, IADIS Press, 

pp. 23-29. https://www.ict-conf.org/wp-content/uploads/2021/07/01_202106L003_K abbar.pdf 

Okuneviciute Neverauskiene, L., Danileviciene, I., Rutkauskas, V.A. (2021), “Portfolio of Macroeconomic 

Processes as a Tool of the Country’s Economic Efficiency Management”, Transformations in Business 

& Economics, Vol. 20, No 2 (53), pp. 62-84.  

Pavlyukova, A.O., Lozitskaya, O.I. (2018), “Performance audit of budget spending: Features and problems. 

In: Economic science today: Theory and practice”, Proceedings 9th Int. sci.-pract. Conf, Cheboksary: 

Interaktiv plyus, pp. 134–138. https://doi.org/10.21661/r 469556 

Rahayu, S., Rahayu, C., Ntim, G. (2020), “Internal auditors role indicators and their support of good go-

vernance”. Cogent Business & Management, Vol. 7, No. 1, 1751020, https://doi.org/10.1080/ 

23311975.2020.1751020 

Ramsetty, A., Adams, C. (2020), “Impact of the digital divide in the age of COVID-19”, Journal of the Ameri-

can Medical Informatics Association, Vol. 27, No. 7, pp. 1147-1148. https://doi.org/ 10.1093/ja-

mia/ocaa078.  

Sutopo, B., Wulandari, T.R., Adiati, A.K., Saputra, DA. (2017), “E-government, audit, australasian account-

ing, business and finance opinion, and performance of local government administration in Indonesia”. 

Australasian Accounting, Business and Finance Journal, Vol. 11, No. 4, pp. 1–22. https:// doi.org/ 

10.14453/aabfj.v11i4.2 

Regulatory resolution of the Accounts Committee for control over the execution of the republican budget 

(2016), https://adilet.zan.kz/ 

Rydzak, W., Przybylska, J., Trębecki, J., Sellito, M.A. (2023), “The communication gap and the effect of self-

perception on assessment of internal auditors‘ communication skills”, Economics and Sociology, Vol. 

16, No. 2, pp. 148-166. doi:10.14254/2071-789X.2023/16-2/10 

Law of the Republic of Kazakhstan “On state audit and financial control” (2015), https://adilet.zan.kz/ 

Official Information on the work of the Supreme Chamber of Auditors for (2022), https://www.gov.kz/ 

memleket/entities/esep?lang=ru. 

Official resource of the Data from the Bureau of National Statistics of the Agency for Strategic Planning 
and Reforms of the Republic of Kazakhstan. http://www.stat.gov.kz 

Official Information on the work of the Supreme Audit Chamber (2023), https://www.gov.kz/ 

Electronic resource: https ://halykfinance.kz/ 

Tamimi, O., Orbán, I. (2022), “Financial engineering and its impact on audit efficiency in the opinion of 

experts”, Journal of International Studies, Vol. 15, No. 2, pp. 50-62. doi:10.14254/2071-8330. 

2022/15-2/4  

 

 

 

 

 

 

 

 

 

 

 

 

 



  132 

 

 

 

 

 

 

 

 

 



 133 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

‘ 

 

 

A Bayesian MCMC Algorithm with Cauchy Priors for Small Sample  

Modeling Financial Distress in Covid-19 Times 

 
NGUYEN NGOC THACH1 and THANH BUI DAN2 (Corresponding author) 

 
1 Associate Professor, Banking University HCMC, Vietnam, e-mail: thachnn@buh.edu.vn 
2 PhD, Banking University HCMC, Vietnam, e-mail,: thanhbd@buh.edu.vn 

 

A R T I C L E  I N F O   A B S T R A C T  

Received November 10, 2022 

Revised from December 10, 2022 

Accepted January 10, 2023 

Available online January 15, 2024 

 This study aims to explore the effects the selected factors on financial dis-

tress of the tourist companies listed on the Vietnam stock market during the 

COVID-19 period. In the case of scarce data issues, when frequentist and na-

ïve Bayesian estimators show statistical inefficiency, thoughtful Bayesian es-

timation can provide meaningful outcomes. By adopting a Bayesian logistic 

regression model, the Bayesian results demonstrate that, contrary to previ-

ous studies, net working capital ratio on short-term assets and main operat-

ing cash flow ratio to total debt are positively related to financial distress, 

which expresses the specific financial position of tourist companies during 

the COVID-19 pandemic.  
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INTRODUCTION 

Due to the Covid-19 "storm", the tourism industry has experienced an unprecedented crisis. As many 

experts mentioned, tourism has "bottomed out". In 2019, Vietnam's tourism acquired vigorous growth, with 

18 million international visitors (the highest amount in the industry's history) and 85 million domestic visi-

tors. In 2020, its tourism industry was under the severe influence of the first wave of the Covid-19 pan-

demic. Compared to 2019, the number of international visitors decreased by 80%, while domestic tourists 

by 50%. Furthermore, in 2021, the lethal Delta variant put tourist firms in awkward situations. Under pro-

longed social distancing, the tourism industry was "freezing" for several months. Therefore, analyzing the 

financial distress of Vietnam tourist companies increasingly attracts managers' attention when the tourism 

industry has been recovering from the Covid-19 shock. With the factors influencing financial distress iden-

tified through empirical estimates, appropriate decisions can be made to enhance tourist firms' further 

development.  
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Remarkably, most previous studies on financial distress used descriptive analysis or frequentist esti-

mation with a large data sample. To our knowledge, no research on financial distress in Covid-19 times is 

found for tourist firms. Bayesian analysis is considered an efficient toolbox for a naturally limited popula-

tion. In Bayesian estimation, the data updated with the prior distribution can produce a reliable and robust 

posterior distribution, which states the likelihood of a particular parameter value. Hence, in this study, we 

choose a Bayesian logistic regression method to explore the effects of specific factors on the financial 

distress of the biggest tourist companies listed on the Vietnamese stock market. 

 

 

1. LITERATURE REVIEW  
 

1.1 Trade-off theory 

The trade-off theory, initiated by Kraus & Litzenberger (1973) and developed by Myers (1977), evolves 

from the capital structure theory of Modigliani & Miller (1985, 1963). In contrast to the M&M theory, the 

trade-off theory is broader because it considers a firm's financial difficulties. A firm falls into financial dis-

tress when it cannot meet its financial commitments. Defaulting on debt payments and striving to restruc-

ture the debt to avoid default are two examples of financial difficulty (Andrade & Kaplan, 1998). When a 

corporation fails to make interest payments or breaks its debt covenants, it falls under the first category 

of financial difficulty. Purnanandam (2005) further demonstrated that financial distress has characteris-

tics corresponding to the second category: an attempt to restructure debt to avoid default. As opposed to 

bankruptcy, financial distress is defined by losses, poor performance, and negative cumulative earnings 

for at least one or more consecutive years. 

 

 

1.2 Literature review 

There is a large body of empirical literature on firm financial distress. However, most studies applied 

frequentist methods with a long time series dataset. For example, among the latest studies on financial 

distress, Tinoco & Wilson (2013), involving a logistic model to a sample of 23,218 year observations of 

listed companies for 1980-2011, concluded that the total amount from operations to total liabilities, total 

liabilities to total assets, and coverage affect financial distress. Predicting the financial distress of 212 

French SMEs for 2010-2013, Mselmi et al. (2017) used logit models, artificial neural networks, support 

vector machine techniques, partial squares minimum, and support vector machine integration models with 

least partial squares to find that struggling firms are typically smaller, have more leverage and lower debt 

repayment capacity; additionally, they have lower liquidity, profitability and solvency ratios. Sehgal et al. 

(2021) used the annual financial data of 1,957 companies listed on the National Stock Exchange (NSE) 

from 2010 to 2016 to conduct an empirical analysis to identify some vital microeconomic determinants of 

financial distress for a poor economy like India. The authors used a binomial logit model and two other 

popular machine learning-based models to show return on capital, cash flow to total liabilities, asset turn-

over ratio, fixed assets to total assets, debt-to-equity ratio, and a measure of firm size play a vital role in 

predicting financial distress. Nguyen et al. (2022) identified the factors affecting the financial distress of 

623 Vietnamese enterprises during 2014-2019 by utilizing Bayesian binary logistic regression and re-

vealed that financial distress increases as leverage increases, while company size, net working capital to 

short-term assets, the ratio of retained earnings to total assets, and the ratio of profit before interest and 

taxes on total assets have a negative effect.  

It is noteworthy that the works mentioned above examined financial distress using either a descriptive 

analysis or frequency methods with sufficiently large sample sizes; in particular, the research period is 

often before the COVID-19 crisis. Because the COVID-19 sample population is naturally limited, applying 

traditional frequency methods faces small sample problems. In the context of small datasets, owing to 

power issues, it is often impossible to acquire meaningful outcomes within the frequentist framework (Lee 

& Song, 2004). Many authors (Lee & Song, 2004; van de Shoot et al., 2015; Zondervan-Zwijnenburg et 

al., 2017; Smid et al., 2019) have stressed the power failure within the frequentist approach. Frequentist 

inference in small sample studies regularly leads to "non-convergence, inadmissible parameter solutions, 
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and inaccurate estimates" (Smid et al., 2019), "low statistical power and level of relative bias" (van de 

Shoot et al., 2015; Zondervan-Zwijnenburg et al., 2017). Non-significant p-values from underpowered es-

timations cannot offer a meaningful interpretation in the null hypothesis significance testing. As shown in 

comparative analyses, according to coverage levels for structural and variance parameters in small sample 

studies, least square (LS), maximum likelihood (ML), or restricted maximum likelihood (REML) perform 

worse than three Bayesian estimation methods with naïve, thoughtful (specific), and data-driven priors, 

respectively (Bradly, 1978); compared to ML, REML, and LS, the choice of thoughtful prior settings in-

creases power for structural parameters in Bayesian estimation (Van de Schoot et al., 2015; Zondervan-

Zwijnenburg et al., 2017); Bayesian estimation with thoughtful and data-driven prior settings performs well 

for both parameter types, but bias level for variances is higher than structural parameters (Hoogland & 

Boomsma, 1998). Interestingly, the results from Bayesian inference using naïve prior settings are more 

biased than even frequentist inferences (Depaoli & Clifton, 2015; McNeish, 2016; Holtmann et al., 2016). 

One important reason behind a high bias level in naïve Bayesian estimation is the relatively more signifi-

cant effect of priors on posteriors in the case of small sample sizes and complex models (Lee & Song, 

2004; McNeish, 2016). Diffuse or vague prior distributions give a vast range of plausible parameter values 

that can be sampled in the Markov chain Monte Carlo (MCMC) iterations. The probability mass, as a con-

sequence, often lies on outliers. More crucially, Bayesian inference with thoughtful prior settings performs 

better than frequentist and naïve Bayesian inference in most simulation studies (Depaoli & Clifton, 2015; 

van de Schoot et al., 2015; McNeish, 2016; Miocevic et al., 2017) whereas only some authors gave a 

preference for one of the two approaches depending on the quantity or precision of information captured 

in priors (McNeish, 2016), or prior choice (Baldwin & Fellingham, 2013).  

Thus, this study employed the Bayesian logistic regression using informative Cauchy priors based on 

a small dataset of 20 of Vietnam's biggest tourist companies in 2021. As expected, the research has the 

following contributions: (i) ours is the first work in which determinants of the financial distress of tourist 

firms in 2021 (the peak of the COVID-19 pandemic in Vietnam) are explored in the context of an emerging 

economy; (ii) by applying Bayesian MCMC simulations on informative (thoughtful) prior settings, our results 

allow for a generalized conclusion that, by contrast to frequentist methods, Bayesian estimation using 

thoughtful priors can produce significant outcomes even in small sample research.  

 

 

2. MODEL AND DATA 
 

2.1 Bayesian Markov chain simulations 

Since the 1990x, statistics has witnessed a sharp rise in the methodological and empirical application 

of the Bayesian paradigm (e.g., Hung et al., 2019; Thach et al., 2022). A revolutionary change took place 

in econometrics thanks to the latest developments in software programs and the superior features of the 

Bayesian methodology compared to frequentist analysis. A Bayesian approach allows for approximating 

complex models or models too demanding for frequentist methods; Bayesian results are interpreted in a 

straightforward way; Bayes' law, a simple probability rule, is applied to all parametric models; To involve 

model uncertainty is flexible in Bayesian inference (van de Schoot, 2015). In particular, Bayesian estima-

tion using thoughtful priors are helpful in the context of insufficient data sample sizes. The advantages of 

thoughtful priors over non-informative priors are emphasized in many simulation studies (e.g., Depaoli & 

Clifton, 2015; McNeish, 2016; Smid et al., 2019). 

A common issue for Bayesian applied researchers is prior choice for model parameters. A conservative 

approach selects data-dependent or non-informative prior settings, which is a sharp contrast to the Bayes-

ian approach. Non-informative prior settings cannot overcome some common regression issues, especially 

the separation problem in logistic regression. Nevertheless, when strong prior knowledge is lacking, no 

general guidelines for selecting informative priors are available. In this research, we use some recommen-

dations from Gelman et al. (2008) to specify weakly informative Cauchy priors for the regression coeffi-

cients of our logistic regression model. 

 

 



  136 

2.2 Model specification 

Based on earlier studies (Tinoco & Wilson, 2013; Mselmi et al., 2017; Sanjay et al., 2021; Nguyen et 

al., 2022), the authors specify an econometric model as follows: 

FDISit = α + β1OCFit+ β2LEVit+ β3SIZEit+β4VLDRit+ β5RETAit+ β6OCFTLit+ uit 

where FDISit is the likelihood of financial distress of firm i in 2021; OCFit is the operating cash flow of firm 

i in 2021; LEVit is the financial leverage of firm i in 2021; SIZEit is the size of firm i in 2021; VLDRit is the 

ratio of net working capital to short-term assets of firm i in 2021; RETAit is the ratio of retained earnings to 

total assets of firm i in 2021; OCFTLit is the ratio of key operating cash flow to total debt of firm i in 2021. 

First, we run a frequentist logistic regression model. Then we fit a Bayesian logistic regression model 

using default normal priors. By default, normal priors with a mean of 0 and a variance of 10,000 are 

specified for the intercept and regression coefficients, respectively. Gelman et al. (2008) recommended 

using fairly informative Cauchy priors for the regression coefficients in the case of standardized data so 

that all continuous variables have a standard deviation of 0.5. In particular, a scale of 10 for the intercept 

and a scale of 2.5 for the regression coefficients are chosen. This choice comes from the observation that 

within the unit change of each predictor, a response change of 5 units on the logistic scale will move the 

response probability from 0.01 to 0.5 and from 0.5 to 0.99. Since the covariates are centered at zero, the 

Cauchy priors are centered at zero too.   

 

 

2.3 Variables and hypotheses 

Dependent variable: In this study, the likelihood of financial distress (FDIS) is proxied by the compa-

nies' earnings after tax (EAT) and undivided profit (UP). The FDIS variable obtains a value of 1 if a company 

does not experience financial distress (EAT and UP >0) and a value of 0 if a company faces financial dis-

tress (EAT and UP < 0). 

Independent variables: Within the scope of the study, we focus on the independent variables related 

to a company's internal resources, ignoring macro factors. Let’s emphasize that internal factors play a 

more critical role in a business as they help implement management, monitor cash flow, and other financial 

matters to capture the economy's situation comprehensively.  

A company's operating cash flow (OCF) is measured by its operating cash flow to total assets (Chan, 

2018; Özcan, 2020). In the case of a low ratio, a company does not focus on generating cash flow from its 

core business. The reasons are that there is an increase in receivables, or it is actually to show that a 

company is implementing a loosening policy to increase revenue, but the profit has not been received. Low 

cash flow is a serious problem as it can lead to financial distress for that company (especially when the 

loans are due).  

Hypothesis H1: Firms with a low operating cash flow/total assets ratio are more likely to fall into finan-

cial distress. 

Financial leverage (LEV) is measured by total debt to total assets. Many authors (e.g., Pham, 2005; 

Graham et al., 2011; Wilson, 2013; Subacienė, 2010) suggested their financial leverage indicators. Ac-

cording to the trade-off theory, a company is interested in capital structure as regularizing its debt, and it 

can maximize firm value via the tax shield. However, this is also associated with high risk, especially when 

a company does not reasonably use debt; the problem of choosing an inappropriate time and a large 

amount of debt may lead to financial distress for the company.  

Hypothesis H2: The more leveraged firms are, the more likely they fall into financial distress. 

Company size (SIZE) is measured by the value of total assets. However, because of the considerable 

value, the authors log total assets to reduce the value difference between the variables. Small companies 

face many difficulties accessing financial support from outside because they possess fewer assets than 

larger companies (Mselmi et al., 2017). Moreover, small companies can convince investors to contribute 
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capital (Nguyen et al., 2022). The nefarious behaviors that often emerge in small companies cause asym-

metric information.  

Hypothesis H3: Larger firms are less likely to fall into financial distress. 

Net working capital to current assets (VLDR) is measured by net working capital to current assets. 

Graham et al. (2011) proposed this index to analyze the determinants of financial distress in their research. 

Financial distress is "insolvency". In some studies on financial distress, the authors consider insolvency an 

indicator similar to the liquidity of a business.  

Hypothesis H4: Firms with a higher net working capital to current assets ratio are less likely to fall into 

financial distress. 

Retained return on total assets (RETA) is suggested to include in the model by Altman (1968, 2000) 

and Pham (2005). The retained profit helps companies maintain liquidity to react to unforeseen contin-

gencies. Furthermore, it responds to the regular operations of companies, and companies may prefer to 

retain profits rather than pay dividends to shareholders to avoid paying taxes on dividends.  

Hypothesis H5: Firms with lower retained earnings to total assets are more likely to fall into financial 

distress. 

Operating cash flow to total debt ratio (OCFTL) is measured by the main operating cash flow ratio to 

total debt. In the current work, the authors emphasize the role of cash flow in firm financial distress. This 

ratio shows the ability of a company to cover its debts with the cash flow generated from its business 

activities. Wilson (2013) included this variable in his research model as well.  

Hypothesis H6: The higher the ratio of operating cash flows to total debt, the less likely it is to fall into 

financial distress. 

 

 
Table 1. Description of variables and research hypotheses 

Variable Description Measure Hypothesis 
Research 

Dependent variable  

FDIS 
The likelihood of 

financial distress 

Coded: 

1 if EAT and UP >0 

0 if EAT and UP <0 

   

Independent variables  

OCF 
Operating cash 

flow 
OCF =

Operating cash flow

Total Asset
 - 

Chan (2018); 

Özcan (2020) 

LEV Financial leverage LEV =
Total debt

Total Asset
 + 

Pham (2005); 

Graham et al. 

(2011); Wilson 

(2013); Subacienė 

(2010) 

SIZE Company size SIZE = Logarithm (Total Asset) - 

Nguyen et al. 

(2022); Mselmi et 

al. (2017); Sehgal 

et al. (2021) 

VLDR 
Net working capital 

to current assets 
VLDR =

Net working capital

Current Assets
 - 

Graham et al. 

(2011) 

RETA 
Retained return on 

total asset 
RETA =

Retained return

Total Asset
 - 

Altman (1968, 

2000); Pham 

(2005) 

OCFTL 

Operating cash 

flow to total debt 

ratio 
OCFTL =

Operating cash flow

Total debt
 - 

Tinoco & Wilson 

(2013) 

Source: Compiled by the authors 
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2.4 Data 

A cross-sectional dataset of 20 listed tourist companies in Vietnam is used. The time point is 2021, 

when Vietnam, especially its tourist sector, was experiencing the dramatic multidimensional impacts of the 

Delta variant coronavirus spread. According to Lee & Song (2004), a less than 5:1 ratio of observations 

and parameters is insufficient for standard frequentist estimation, while this ratio in our dataset is 20:6, 

which is lower than 5:1. Therefore, a Bayesian approach is needed for our assessment as mentioned 

above.  

In addition, we standardize the covariates in our model to apply common priors to the regression co-

efficients, as Gelman et al. (2008) suggested. Raftery (1996) supported this approach. As standardized, 

the non-binary variables obtain a mean of 0 and a standard deviation of 0.5. For a validation goal, we 

withhold the first and last observations from being used in estimation. 

 

 

3. RESULTS AND DISCUSSION 
 

3.1 Bayesian simulation results 

The separation problem occurred in frequentist estimation. Some observations are completely deter-

mined because the continuous covariates have many repeating values. Moreover, because of a small sam-

ple, the frequentist logistic regression model produces non-significant estimates for all the variables in our 

study. Furthermore, the simulation results from the Bayesian model with default prior settings are recorded 

in Table 2. 

 

 
Table 2. Posterior summary of the Bayesian model with default normal priors 

 
Reg. coef. Posterior SD Markov chain SE PPI 

FDIS     

OCF -1484.323 83.883 4.168 -1647.048; -1322.506 

LEV 412.236 73.237 14.229 271.222; 546.746 

SIZE -1242.454 37.394 1.947 1168.457; 1317.188 

VLDR 3571.164 74.182 4.901 3426.392; 3712.383 

RETA -1805.695 90.050 15.323 -2000.558; -1640.287 

OCFT 2956.709 50.287 2.782 2862.328; 3060.978 

intercept -4918.823 74.085 12.785 -5055.661; -4775.079 

Note: PPI (Posterior probability interval) is the 95% probability that a parameter lies between two values in the pop-

ulation; SD is the standard deviation; SE is the standard error. 

Source: Authors' calculations 

 

 

Next, the simulation results of the Bayesian model with independent Cauchy priors are presented in 

Table 3. 

A sensitivity analysis to compare the models with different prior specifications for the model parame-

ters is conducted via a Bayes factor test and a model test. The results obtained from the sensitivity analysis 

indicate that the Bayesian model using weakly informative Cauchy priors fits the data better. In addition, 

this model's estimated log marginal – likelihood is greater than that of the model with default normal priors. 

So, we chose this model for inference. 
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Table 3. Posterior summary of the Bayesian model using Cauchy priors 

Variable Reg. 

coef. 

Posterior 

SD 

Markov 

chain SE 

PPI 

 

FDIS     

OCF -13.232 94.847 14.966 -282.175; 9.257 

LEV 11.134 60.881 9.389 -2.570; 173.082 

SIZE -0.216 4.541 0.392 -3.817; 3.596 

VLDR 30.036 124.241 18.432 1.384; 311.337 

RETA -0.969 10.997 1.033 -5.961; 3.227 

OCFTL 405.447 2443.556 394.888 -2.961; 740.102 

intercept 47.445 283.008 45.903 -1.619; 860.986 

Source: Authors' calculations 

 

 

We draw cusum plots to check MCMC convergence as well. For all the parameters in the model, the 

cusum plots are jagged, crossing the X-axis (Fig. 1). No anomalies are revealed in this case. It can be 

concluded that the MCMC chain has converged for all the model parameters, and we can proceed to infer-

ence. 

 

 

Figure 1. Cusum plots 
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3.2 Interpretation of results  

Compared with naïve Bayesian and frequentist inference, Bayesian estimation can produce significant 

conclusions with a small sample. According to the simulation results shown in Table 3, the variables LEV, 

VLDR, and OCFTL positively impact the response FDIS, while the variables OCF, SIZE, RETA exert the oppo-

site effect. The main explanations for these findings are as follows. Operating cash flow has a negative 

impact on the financial distress of a company. A high index shows that a company's ability to generate 

money from its business activities can meet the needs of repaying debt, dividing interest among owners, 

and increasing investment, particularly in achieving financial stability in the post-COVID-19 period. This 

result is consistent with the prediction of the trade-off theory. Financial leverage is positively correlated to 

financial distress: the more debt is used, the higher the risk of bankruptcy. Consistent with the trade-off 

theory, a company using much debt can maximize firm value. However, this is inappropriate under uncer-

tainties resulting from the COVID-19 shock, when financial leverage is a burden and a high risk for tourist 

companies.  

Firm size is negatively related to financial distress, which is in agreement with Banchuenvijit (2009), 

Harc (2015), Quach & Yen (2014). The larger the company size, the more potential, and the more important 

the financial position, the lower the bankruptcy risk in Covid-19 times. The ratio of retained earnings to 

total assets negatively affects the company's financial distress. This finding is in line with Nguyen et al. 

(2022). A possible explanation is that during the COVID-19 pandemic if a company is profitable, it can 

avoid financial distress. The primary operating cash flow ratio to total debt positively contributes to finan-

cial distress. A ratio of greater than one is favored by investors and creditors because after covering its 

current short-term liabilities, a company can still have income left. Companies with high or rising operating 

cash flow are generally in good financial health. Interestingly, this study revealed that, by contrast to Gra-

ham et al. (2011), net working capital to current assets is positively related to financial distress. Owing to 

the prolonged social distancing during the Covid-19 outbreak, travel companies had no earnings for vari-

ous payments (Muhammad et al., 2021).  

Consequently, the net working capital was too low, which was only enough for a company to cover its 

regular short-term assets, so the companies were obliged to access short-term loans, seeking alternative 

sources of capital, leading to financial distress. Also, contrary to Tinoco & Wilson (2013), the ratio of cash 

flow from operating activities to total debt has a positive relationship with financial distress. During COVID-

19 times, travel agencies were closed, so the low cash flow from operating activities was not sufficient to 

maintain business. At that time, they had to borrow money from outside. Because of more borrowings and 

debt repayment pressure, the companies would face a high risk of financial distress. 

 

 

CONCLUSION AND POLICY IMPLICATIONS 

By conducting a Bayesian MCMC simulation study on the effects of the selected factors on the financial 

distress of 20 tourist companies listed on the stock market of Vietnam during the COVID-19 times, the 

present work demonstrates that in small sample research, specifying thoughtful prior settings, a Bayesian 

approach performs better than both naïve Bayesian and frequentist estimation. More crucially, the Bayes-

ian results are meaningful. In the research, the specific factors affect the probability of financial distress 

of the biggest tourist companies in Vietnam. As a result, operating cash flow, company size, and retained 

return on total assets negatively contribute to financial distress. More specifically, financial leverage, net 

working capital to current assets, and operating cash flow to total debt ratio are positively related to their 

financial distress in the studied companies. That is because in the case of too low net working capital, 

tourist companies should take short-term loans, seeking alternative sources of capital. As borrowings in-

crease, debt repayment pressure puts them at a high financial distress risk. 

Under the post-COVID-19 circumstances, the authors propose some recommendations for tourist 

firms: 

Operating cash flow: Tourist companies can improve business performance by perfecting business 

strategies. In particular, the business strategies must meet scientific criteria, demonstrate high flexibility, 

and quickly respond to the recession in the economy. 
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Company size: Companies with low debt ratios can grow and tap into more debt sources. However, on 

the contrary, managers should reduce the size of the company to mitigate bankruptcy risk when the com-

pany's debt ratio rises above the warning threshold when the economy shows signs of decline, or the busi-

ness is experiencing difficulties. 

Return on asset: Tourist companies need to use retained earnings to expand company scale and de-

velop a plan to use the additional capital effectively, ensuring increased profits for the shareholders. Ac-

cordingly, tourism companies should avoid a massive capital increase. 

Financial leverage: Businesses will be financially independent when obtaining abundance in their cap-

ital and when their profits grow. So, travel businesses should increase operational effectiveness and create 

detailed financial strategies to prevent capital waste and better control production costs. 

Working capital: Company managers must determine what tourists taste to design products well. This 

helps travel companies to determine capital requirements and current financial capacity.  

Operating cash flow to total debt ratio: To optimize net cash flow, travel managers must regularly 

monitor cash flows from business activities.  

The main limitation of the research 

Additionally to a Bayesian method, future studies can use other non-frequentist estimators. Besides, 

we can expand the research sample to obtain new evidence on the financial distress of travel firms in 

pandemic times.  
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Profitability is considered as the main concern of the entities all over the 
world however, the managements work hardly in order to maximize its profits 

by revising evaluate the financial situation and and changing prospective 
plans continuously. This study investigates factors affecting the profitability 

in Jordanian industrial companies. In order to achieve the goals of the study 
the researcher used (30) industrial companies, which are listed in Amman 

Stock Exchange (ASE), during the period 2016 to 2020. Secondary data has 
been used from the published financial statements and annual reports over 

five years for the industrial companies that listed in ASE. Indeed, several fac- 
tors have been considered which are affected the profitability and use in this 

research as an independent variable that are Earning Per Share (EPS), oper- 
ating Cash flow, company's age and the company's size on the Return on 

Assets (ROA). In order to experiment the hypotheses, statistical test has been 
used such as multicollinearity regression. The result revealed that (EPS, op- 

erating cash flow, size of the company) affects profitability measured by 
(ROA) in industrial Companies Listed in ASE. The size of a company has an 

effect on its level of competitiveness, it’s possible that smaller businesses 
are more easily pushed about by larger ones, which makes competition more 

difficult. Keeping a close eye on cash flow and earnings per share is required. 
Further studies could rely on the integrated reports for the industrial compa- 

nies in order to measure an extra factors such as environmental, social and 
economic aspects on the profitability. 
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INTRODUCTION 

Several factors influence profitability, leading to the company's failure. Many factors, such as manage- 

ment decisions related to the financial position and income statement, company size, capital, risk man- 

agement and expenses management, directly influence the company's profitability because of the private 

nature of these elements. Other elements believed to be peculiar to the company and its management are 

the company's internal factors, such as credit or liquidity (Haddad, 2021). These two factors can fail the 

company in case of low asset quality and poor liquidity, and thus researchers pay particular interest to 

studying their influence on company profitability (Nanda and Panda, 2018). 

mailto:Hhaddad@zu.edu.jo
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Performing a business has differed from before because of the change in the economy and social life. 

Even though there is no consensus that afferent the performance of the company on the international level, 

OECD divided factors that affect profitability into two primary sets: internal, which includes company-spe- 

cific factors and macro factors or external, which is usually specific to the state or region where the com- 
pany operates (Alarussi and Alhaderi, 2018). The disordered and variable nature of the business environ- 

ment results from globalization, emerging markets and high competition. These factors influenced the com- 

pany's profitability because of Macroeconomic uncertainty, instability and risk to manufacturing firms, par- 

ticularly in emerging countries. Other financial factors, including hyperinflation/deflation, high-interest 

rates, and increasing exchange rates, also affect the profitability of manufacturing firms (Nguyen and Ngu- 

yen, 2020). This study will therefore look at the financial factors that affect industrial companies' profita- 

bility in ASE (Amman Stock Exchange). This study will examine factors such as (Earning per Share- EPS, 

operating cash flow, Age of the company, and Size of the company) affecting profitability (measured by 

Return on Assets- ROA) on industrial Companies Listed on the Amman Stock Exchange. The objectives of 

the study can be summarised in the following: 

Check out if financial factors affect profitability in industrial Companies Listed in ASE 

Examine if EPS affect profitability measured by (ROA) in industrial Companies Listed in ASE. Find out if 

operating cash flow affects profitability measured by (ROA) in industrial Companies Listed in ASE. 

Investigate if the company's age affects profitability measured by (ROA) in industrial Companies Listed 

in ASE. 

Find out if the company's size measured by (Total liabilities) affects profitability measured by (ROA) in 

industrial Companies Listed in ASE. 

The significance of the research stems from its significance. Profitability is the primary objective of all 

businesses, even industrial ones. As profitability is crucial for the efficient operation of every firm in today's 

competitive environment and has a substantial effect on the performance of institutions, the financial com- 

petency of enterprises may also affect economic growth. Therefore, identifying profit determinants allows 

management to learn which variables influence industrial profit, allowing them to focus on adjusting these 

variables at the decision-making moment. Moreover, industrial bankruptcies may be linked to systemic 

recession (Ou et al., 2018). Based on the discussion above, it seems that there is a debate about the 

Factors affecting profitability . Most of the previous studies indicated that EPS, ROA and total Liabilities 

affect the Profitability in industrial companies listed in ASE. Therefore, we assume that the ROA effect the 

Profitability in industrial companies listed in ASE. 

 

Ho1. There are no factors that affect profitability in industrial Companies Listed on ASE. 

Ho1.1. EPS does not affect profitability measured by (ROA) in industrial Companies Listed in ASE. 

Ho1.2. operating Cash flow does not affect profitability measured by (ROA) in industrial Companies Listed 

in ASE 

Ho1.3. The company's age does not affect profitability measured by (ROA) in industrial Companies Listed 

in ASE. 

Ho1.4. The company's size measured by (Total liabilities) does not affect profitability measured by (ROA) 

in industrial Companies Listed in ASE. 

 

In the advent of declining industry profit in an increasingly complex industrial sector, it has become 

imperative that industrial managers understand the variables significantly related to their business's prof- 

itability. This is paramount because industry plays a crucial role in the development of the economy. The 

problem of the study can be summarised in the following questions: 

− Do financial factors affect profitability in industrial Companies Listed in ASE? 

− Does EPS affect profitability measured by (ROA) in industrial Companies Listed in ASE? 

− Does operating cash flow affect profitability measured by (ROA) in industrial Companies Listed in ASE? 

− Does the company's age affect profitability measured by (ROA) in industrial Companies Listed in ASE? 

− Does the company's size (Total liabilities) affect profitability measured by (ROA) in industrial 

Companies Listed in ASE? 
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This study consists of five chapters. The next chapter describes the theoretical framework discussed, 

which describes the financial factors that affect profitability in industrial Companies Listed on ASE. The 

next chapter presents the relevant previous studies. After Chapter Four shows the study methodology. 

Chapter Five presents the data analysis and interpretation of the finding. The last chapter of this study 
summarises the main study conclusions and recommendations. 

 
 

1. LITERATURE REVIEW 

1.1 Industrial companies 

The industrial companies can be defined as A legal entity, as well as a socioeconomic entity that em- 

ploys people; it makes use of its material and financial resources in order to carry out commercial opera- 

tions within the industry of the national economy. The company's managers and workers work together 

toward a single goal, concentrating their efforts, skills, and resources on accomplishing certain predeter- 

mined objectives. Too many companies joined the competition in ASE from various sector such as (Phar- 

maceutical and Medical Industries, Chemical Industries, Food and Beverages, Tobacco and Cigarettes, 

Mining and Extraction Industries, Mining and Extraction Industries, Electrical Industries, and Textiles, 

Leathers and Clothing). Each company is competing to get the higher profitability by supplying the market 
with their shares tailored to the targeted demanders (Haddad et al., 2022). 

 

 

1.2 Technical Literature review 

Profitability is the ability to work to earn a profit. The profit is the remainder of the revenue obtained 

by the business after paying all expenses related to obtaining income, such as the production of a product 

and other activities associated with doing business expenses (Alarussi and Alhaderi, 2018). Multiple ways 

help analyse Profitability (Sudiyatno et al., 2020). 

Ratios of Profitability, or as is known, performance ratios, is an evaluation of the company's ability to 

make a profit on sales, equity and assets (Le and Ngo, 2020). This is crucial in determining the effective- 

ness of investment in the company's shares, and investors benefit from these ratios on a large scale. 

Researchers will study five important profitability ratios: net profit margin, return on equity, operating profit 

margin, return on assets and gross profit margin (Farhan et al., 2020). Return on assets is the ratio of an 

organisation's yearly net income to its average annual total assets. It determines how efficiently a company 

uses its assets to generate net income. This is the profitability ratio (Sujud and Hashem, 2017). The for- 

mula for IRR: Return on assets is calculated using the following formula: ROA = Annual Net Income /Aver- 

age Total Assets. 

This proportion is determined by dividing the net profit after taxes by the total assets. This procedure 

estimates the operational effectiveness of a business based on its earnings and total assets (Maeenud- 

dina et al., 2020). 

The net income is the amount remaining after paying income tax. The income statement was accessi- 

ble. The average value of the assets is determined by dividing the total value of the assets at the beginning 

and end of the fiscal year. The total assets at the beginning and end of the year may be obtained from the 

public budgets for two consecutive fiscal years. Terms (Fidanoski et al., 2018). 

Return on assets indicates how many cents were earned for every dollar of assets. Therefore, the 

project is more lucrative if the asset return values are the greatest. These ratios are used to compare firms 

within the same industry. This is because corporations in some sectors are not interested in assets. Com- 

pared to other businesses, they need costly equipment and factories to generate profits (Abdullah et al., 

2020). It is only reasonable that the return on assets is lower than that of other firms that are not asset- 

focused. The rise in return on assets indicates that the firm's profitability is rising. In contrast, the decline 

in return on assets indicates a worsening profit situation (Sujud and Hashem, 2017). 
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A portion of the company's earnings is allocated to each share of suspended securities. The profitabil- 

ity of the arrow is a leading indicator of the company's Profitability (Rohmatun'mah and Hariyanto, 2021). 

The formula for calculating EPS is as follows (Lim and Rokhim, 2020): 

𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒 
EPS =  

 

𝐴𝑣𝑎𝑟𝑎𝑔𝑒 𝑁𝑢𝑚𝑏𝑒𝑟𝑠 𝑂𝑓 𝑆ℎ𝑎𝑟𝑒𝑠 
 

When calculating EPS, it is appropriate to take the weighted average of the number of outstanding 

shares during the reporting period since the number of outstanding shares will fluctuate over time. How- 

ever, information sources typically modify the account by adding a variety of existing stocks to the total 

(Kashanipour et al., 2019). 

Earnings per share are often regarded as the most critical factor in determining a stock's value. It is 

also used to determine the size of the value-to-earnings valuation ratio. The amount of capital required to 

generate profits (net income) within the account is an often-overlooked aspect of the EPS. Two companies 

will earn the same range of EPS, but one will do so with fewer shares (investment), indicating that the 

company will be more efficient in its use of capital to achieve financial gain and, all else being equal, will 

be "better." Investors must also consider the manipulation of earnings, which may impact the quality of the 

profits. (Alarussi and Alhaderi, 2018). The goal of (IAS 7) is to request information on the historical changes 

in the monetary equivalent of the enterprise through the statement of cash flows, which divides cash flows 

throughout the amount in step with investment, finance activities, and operating (Güleç and Bektaş, 2019). 

The use of the information on the entity's cash flows helps provide the users of the financial statements 

and the bases to determine the ability of the business to achieve Cash and the entity's needs to benefit 

from those cash flows. Users' economic decisions need an assessment of the entity's ability to generate 

Cash, timing and certainty of their generation (Nugraha and Riyadhi, 2019). Statement of cash flows must 
determine the cash flows during the period classified through investing, financing and operating activities 

(Idehen and Akhator, 2021). 

The quantity of cash flows resulting from operating activities is unambiguous proof that the entity's 

operations have generated sufficient cash flows to repay debts, maintain operational capacity, pay divi- 

dends, and initiate new investments without external sources of financing. In addition to other data, 

knowledge of the exact components of previous operating cash flows is crucial for projecting future oper- 
ating cash flows. The entity's primary revenue-generating activities generate cash flows from operational 

operations. Consequently, it is the result of transactions and other events that contribute to the calculation 

of net profit or loss (Bertoni and Rosa, 2018). Here are some examples of cash flows resulting from oper- 

ating activities (Damayanti and Baskan, 2021): 

A. Cash received through the sale of things as well as services rendered. 

B. Cash derived from fees, commissions, royalties, and other sources of income. 

C. Cash payments for goods and services to suppliers. 

D. Cash payments made on behalf of workers. 

E. Cash payments and receipts for claims, annuities, premiums, and other policy benefits. 

F. Refunds of income taxes or cash payments if not generated, especially for investing and financing 

oper- ations; and 

G. Payments and cash receipts from contracts maintained for trading and selling. 

 

Some transactions, such as selling a plant, might result in profits or losses in the profit and loss cate- 

gories. The cash flows resulting from these transactions are those generated by investment activity. How- 

ever, financial payments to produce or buy assets for renting to other parties and, after that, to manage 

purchasing Property, Plant, and equipment are cash flows from operational operations. Cash flows result- 

ing from the later selling and renting of such assets are likewise considered operational cash flows (Aza- 

rowicz, 2019). 

Loans and guarantees may be retained for dealing or trading reasons, in which case they are compa- 

rable to merchandise obtained particularly for resale. Consequently, the cash flows generated by the sale 

and purchase of dealing or trading securities are classified as operational activities. Similarly, cash 
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advances and loans given by financial institutions are often regarded as operational operations due to 

their link to the entity's primary revenue-generating business (Laslo, 2020). 

A thorough investigation of the cash flows arising from financing operations is necessary since they 

aid in projecting the future cash flow requirements of the entity's capital providers. The following are ex- 

amples of cash flows resulting from financing operations (Paolone, 2020): 

a. Cash profits from the sale of stocks or other equity instruments. 

b. Cash payments to the entity's shareholders for the acquisition or recovery of shares. 

c. Cash from the sale of bonds, mortgages, loans, debentures, notes, and other short- or long-term 

borrow- ings. 

d. Cash repayments of the borrowed sums; and 

e. Cash payments made by the lessee to minimise the lessee's strict responsibility associated with the 

financing lease. 

 

It is crucial to study independently the cash flows generated by investment activities since these cash 

flows reveal the amount spent on income-generating sources and future cash flows. Investing activities 

may only be considered as such if they lead to the recognition of assets in the statement of financial 

position. (IAS, 7) Here are some cash flows resulting from investing activities: 

− Payments made in Cash to acquire equipment, plant, property, intangible assets, and other long-term 

assets. These payments include plant, equipment, capitalised development costs, and self-built prop- 

erty expenses. 

− Equipment, real estate, intangible assets, and other long-term assets and plant sales provided cash 

inflows. 

− Cash payments for the acquisition of debt instruments of other firms, loans, and other stakes in joint 

ventures, as well as other payments of these instruments, are considered cash equivalents or those 

kept for trading or dealing. 

− Cash income from the sale of stock or debt issued by enterprises and other interests in other joint 

ventures, 

− Net of cash equivalents and those set aside for trading or dealing. Aside from loans and cash advances 

a financial institution gives, loans and cash advances are made to third parties. 

− Income from the repayment of loans and advances provided to third parties (other than loans and cash 

advances from financial institutions). 

− Cash payments for futures forward contracts, swap contracts, contracts, and options contracts may 

only be provided when the contracts are put into for trading purposes; otherwise, they must be catego- 

rized as financing operations (Maryanova, 2018). 

 

The researcher calculated the company's age by knowing the difference between the years of incor- 

poration until 2015. 

This study is distinct from previous studies in the study population, which included Jordanian industrial 

companies listed in the Amman Stock Exchange, in addition to the period where the researcher chose the 

Jordanian industrial companies, the period from 2016 to 2020. 

 
 

2. METHODOLOGY 

This study covers the Jordanian Industrial Companies Listed in (ASE) for the last five consecutive years, 

covering the period 2016- 2020. To ensure the reliability of the data, two sources are used to gather data: 

− The Jordanian shareholding Companies guide (JSCG). 

− The firm's annual reports. Data are gathered for each firm according to the following criteria: 
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A. each company must be listed on Listed in (ASE) for five consecutive years. 

B. each company must disclose the required information for the last five consecutive years. 

C. each company must have the same fiscal year-end. 

 

The population consists of (59) firms Listed in (ASE), across five years. Based on the limited time 

available for researcher to conduct this study, a sample consisted of (30) companies, equal (to 50%) of 

the study population. 

 

ROA: The return on assets ratio formula calculates net income by average total assets. 

𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒 
ROA =  

 

𝐴𝑣𝑎𝑟𝑎𝑔𝑒 𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠 

 

EPS: The portion of a company's profit allocated to each outstanding share of common stock. 

𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒 
EPS =  

 

𝐴𝑣𝑎𝑟𝑎𝑔𝑒 𝑁𝑢𝑚𝑏𝑒𝑟𝑠 𝑂𝑓 𝑆ℎ𝑎𝑟𝑒𝑠 

 

 

Operating Cash flow: The number of cash flows arising from operating activities. 
 

 

Operating Cash Flow = 
𝑂𝑝𝑎𝑟𝑎𝑡𝑖𝑛𝑔 𝐶𝑎𝑠ℎ 𝐹𝑙𝑜𝑤 

 
 

𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒 

Age of Company: The researcher calculates the company's age by calculating the difference between 

the year of incorporation and 2015. 
 

 
 

 

Figure 1. The Conceptual Framework 

Source: Created by author 

 

 
Size of company: It will calculate the company's size through the Total liabilities. Descriptive statistics 

and frequency distributions are used to describe the sample. The means, Std-Deviation, and minimum and 

maximum values are presented for the dependent and the independent variables; the correlation matrix 

between the independent variables is examined through personal correlations. Two statistical analysis 

techniques are used for hypothesis testing: simple linear regression analysis and multiple linear regression 

analysis. To achieve the study objectives and test the hypotheses, data has been collected in the following 

Independent variable ble: AI Dependent variable 

 

 
 

 

Size (Total Liability) 

 

 

Return on Assets ROA 

Operating Cash Flow 

Earnings per share (EPS) 
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ways: a. Primary sources: Data is gathered in ASE to be distributed to the study sample. b. Secondary 

sources: including periodicals, articles, and books, in addition to previous studies close to this research for 

the theoretical aspect of the study cover. Figure 1 illustrates the independent and dependent vari-ables 

which has been designed in order to express the main factors and important roles of (earning per share, 
operating cash flow, age of company and size) as a part of the research framework on the ROA. 

 

 
3. RESULT AND DISCUSSION: 

As introduced in the methodology section, the data for the current research was obtained from sec- 

ondary sources, which are the published annual reports and financial statements over five (2016–2020) 

for the sampled industrial companies listed on ASE. The collected data was keyed in according to the firm 

and then the year for each one of the variables. None of the variables has any missing observation. Also, 

the data did not contain any outlier/extreme values. 

The descriptive analysis reveals the essential insights based on the representative numbers of the 

study variables of interest in the research scope. This analysis included the mean value (i.e., the proxy of 

the central tendency) to evaluate the value that gives the most appropriate representation of the keyed-in 

observations. However, the standard deviation value illustrates the variation in the observations. Therefore 

table 1 shows the mean, standard deviation, minimum, and maximum values as follows: 

 
 

Table 1. Descriptive Analysis 
 

Variable Mean Std. Dev. Max Min 

EPS 0.01 0.40 1.82 -2.55 

Operating Cash Flow 5884153.71 22163024.69 130041000 -44011000 

Age of company 35.30 15.01 71.00 9.00 

size of the company (Total Liabilities) 2922511161.33 8492018224.49 53462000000 0.00 

Profitability (ROA) -3.24 20.10 14.14 -195.30 

Source: own 

 

 

According to the descriptive analysis presented in Table (1) above, for the (150) observations for each 

variable collected based on data analysis of industrial Companies in Jordan over five years as the following: 

It can be noted that the standard deviation of the EPS is (0.40), due to the existence of a difference 

between the higher ratios and the lower ratios, where the lowest EPS reached (-2.55), while the highest 

EPS reached (1.82), as for the arithmetic mean value of the of EPS, which is (0.01). As presented in the 

results, it can also be noted that the mean (average) value of ROA is (-3.24); this amount reflects these 

companies' losses through the inability to invest their assets properly in this sector. The standard deviation 

(20.10) value is the variation between the values. The standard deviation value is high compared to the 

mean value; this means that the industrial companies have gaps in their ROA. This is justified by the dif- 

ferences in the values, as explained by the mean value. As presented in the results, it can also be noted 

that the mean of operating cash flow is (5884153.71). The standard deviation (22163024.69) is the var- 

iation between the values. The standard deviation value is high compared to the mean value; this means 

that the industrial companies have gaps in their operating cash flow evaluated. This is justified by the 

differences in the values, as explained by the mean value. As presented in the results, it can also be noted 

that the mean age of the company is approximately (35). The standard deviation (15.01) is the variation 

between the values. The standard deviation value is low compared to the mean value; this means that the 

industrial companies have rapprochement in their age of company evaluated. This is justified by the differ- 

ences in the values, as explained by the mean value. It is also noted from the Table that the mean size of 

the company (Total Liabilities) is (2922511161.33), with a standard deviation of (8492018224.49), and 

the highest value was (53462000000) while the lowest value was (0.00). The standard deviation value is 

high compared to the mean value; this means that the industrial companies have gaps in the size of the 

company evaluated. This is justified by the differences in the values, as explained by the mean value. 
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The correlation matrix explains the relationship's strength and directions, whether positive or negative. 

Further, it shows the significance of this relationship between the independent and dependent variables. 

The values of the correlation (R) are between -1 and 1, whereas the absolute value of a correlation 

coefficient is less than or equal to 10%; there are low correlations, and the values above 10% and less 
than or equal to 40% indicates a medium correlation, last, the absolute value of the correlation coefficient 

is more excellent than 40% means strong correlations (Cohen, 1988). 

The correlation analysis in table 2 designates the linearity (i.e., relationship direction). Thus, it will 

support the hypothesis testing and the satisfaction of regression assumptions. The following section shows 

the correlation coefficients between the variables. 

 
 

Table 2. Correlation matrix 
 

 Operating Cash Flow Size EPS Age ROA 

Operating Cash 

Flow 
1 

    

Size 0.522** 1    

EPS 0.665** 0.233** 1   

Age 0.406** 0.156 0.277** 1  

ROA 0.157 0.261** 0.466** 0.024 1 

Source: own 

 

While the above results showed a medium positive relationship that reached (0.2350) between ROA 

and firm size, which is a function at the 0.01 level, in addition to a strong positive relationship that reached 

(0.466) between EPS and ROA with a value that is a function at the 0.01 level, at the same time, the results 

showed that there are no relationships between profitability measured by (ROA) and the rest of the other 

independent variables. It also noted that there are no correlations between the independent variables that 

rose above (70%), which indicates that there is no problem of high correlation between the independent 

variables, which achieves a balance in the research model. 

The basic assumptions of normality, namely normality, have already been tested. Another assump-tion 

that should be tested is multicollinearity. In multicollinearity, the independent variables are sup-posed to 

be unrelated. The tolerance value, which should be less than 1, and the VIF value, which should be less 

than 10, are used to test this assumption. The VIF and Tolerance data are shown in Table 3, and they all 

follow the same trend: the VIF values of all determinates are less than 10 (2.7321, 1.4292, 1.8653 and 

1.2110), and the tolerance values are (0.3661, 0.7005, 0.5362 and 0.8267), which are all less than 1, 
indicating that the independent variables are not correlated. 

 

 
Table 3. Multicollinearity 

 

Variable VIF Tolerance 

Operating Cash Flow 2.7321 0.3661 

Size (Total Liabilities) 1.4292 0.7005 

EPS 1.8653 0.5362 

Age of company 1.2110 0.8267 

Source: own 

 
 

As introduced starting from the introduction, the review of the past literature and the methodology 

development, this study mainly investigates the factors affecting industrial companies' profitability. Thus, 

the study hypothesis needs to be tested using the panel data regression, mainly fixed effect, to evaluate 

the five years as illustrated in Table. 

The Durbin Watson (DW) statistic is a test for autocorrelation in the residuals of a statistical regression 

analysis. The Durbin-Watson statistic will always have a value between 0 and 4. A score of 2.0 shows that 
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there is no autocorrelation in the sample. A score between 0 and less than two is considered positive 

autocorrelation, while a value between 2 and 4 is considered negative autocorrelation. 

 
 

Table 4. Autocorrelation 
 

Model Durbin - Watson values 

Model 1.63201 

Source: own 

 

The Durbin-Watson value appears to be inside the cutoff range, according to the Table above 

(1.63201). This means that in all three models, there is no autocorrelation in the residuals. 

 
 

Table 5. Regression Analysis 
 

 
 

Variables 

Capital Structure 

Pooled Least 

Squares 
Fixed Effect Regression Random Effect Regression 

Coefficient 

(T-Test) 
P-value 

Coefficient 

(T-Test) 
P-value 

Coefficient 

(T-Test) 
P-value 

EPS 
0.195 

(2.190) 
0.015 

0.321 
(3.181) 

0.000 
0.721 

(7.855) 
0.000 

Operating 

cash flow 

0.014 
(0.122) 

0.056 
-1.443 
(-2.49) 

0.013 
-0.515 

(-4.630) 
0.000 

Age of com- 

pany 

-0.023 
(-0.24) 

0.808 
-0.008 
(-1.17) 

0.244 
0.013 

(0.175) 
0.862 

Size of Com- 

pany 

0.041 
(0.164) 

0.541 
0.546 

(12.95) 
0.000 

0.359 
(4.467) 

0.000 

R2 0.198 0.395 0.349 

Hausman coefficient = 5.38; Prob = 0.966 

Lagrange coefficient = 8.966; Prob = 0.651 

Source: By Author, by using STATA Software. 

 

 

The Hausman test will be used to distinguish between fixed and random effects. The results of the 

panel data analysis indicate the model is the most suitable and accurate among them, based on the fol- 

lowing hypothesis: 

H0: The random effect is the most suitable model (There is no correlation between the fixed effect of 

the observations and the independent variables in the estimated model, and there is no fixed effect of 

each observation) 

H1: The fixed effect is the most suitable model (There is a correlation between the fixed effect of the 

observations and the independent variables in the estimated model, and there is a fixed effect of each 

observation). 

If the P> 5%, the H0 will be accepted, and the random effect model will be adopted. 

If the P< 5%, the H0 will be rejected, and the fixed effect will be accepted. 

The Hausman test result reveals a significance of 0.966 (with a coefficient of 5.38), which means 

recommended using the random effect model as per a result that is not significant. 

The Lagrange test result was not significant (at a 1 % significance level), so it recommended using the 

random effect model as per the result, which is not significant. 

Based on the results of Random Effect Regression in the above Table, it becomes clear that: 
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The variance in profitability measured by (ROA) in industrial Companies Listed in ASE, which was ex- 

plained by the above three factors represented by (EPS, operating cash flow, and size of the company) was 

medium (R2=0.349). This value points to reliability in the process of interpretation and prediction for prof- 

itability measured by (ROA). 

In sum, the results shed light that 

− EPS does not affect profitability measured by (ROA) in industrial Companies Listed in ASE, as the prac- 

tical value reached (Coefficient= 0.721), at the level of (0.05), where the significance value reached 

(P-value = 0.000), which indicates to reject the first null hypothesis and accept the alternative that 

states: "EPS a positively affect profitability measured by (ROA) in industrial Companies Listed in ASE". 

− Operating cash flow does not affect profitability measured by (ROA) in industrial Companies Listed in 

ASE, as the practical value reached (Coefficient= -0.515), at the level of (0.05), where the significance 

value reached (P-value = 0.000), which indicates to reject the second null hypothesis and accept the 

alternative that states: "Operating cash flow a negatively affect profitability measured by (ROA) in in- 

dustrial Companies Listed in ASE". 

− Age of the company does not affect profitability measured by (ROA) in industrial Companies Listed in 

ASE, as the practical value reached (Coefficient= 0.013), at the level of (0.05), where the significance 

value reached (P-value = 0.862), which indicates to accept the third null hypothesis that states: "age 
of company does not affect Profitability measured by (ROA) in industrial Companies Listed in ASE". 

− Size of the company measured by (Total liabilities) does not affect profitability measured by (ROA) in 

industrial Companies Listed in ASE, as the practical value reached (Coefficient= 0.359), at the level of 

(0.05), where the significance value reached (P-value = 0.000), which indicates to reject the fourth null 

hypothesis and accept the alternative that states: "Size of the company measured by (Total liabilities) 

a positively affect profitability measured by (ROA) in industrial Companies Listed in ASE". 

 

 

CONCLUSION 

The following actionable suggestions were made for this investigation based on the findings: 

First, giving much weight to expanding the company's obligations is not a good idea. Because the size 

of the firm is a significant issue as it determines its competitive strength. Smaller businesses may be more 

easily pushed about by larger ones, making competing in highly competitive marketplaces more difficult. 

The operational cash flow and earnings per share are two metrics that need close monitoring. On the other 

hand, financial considerations have the potential to maximize the return on investment for shareholders 

while also making the most of any tax benefits that may be available due to borrowing. During the last 

decade, we have examined the internal and external variables that have impacted the profitability of the 

industrial sector. Comparing public and private sector industries, research has been conducted along these 

lines. 

Profit margin, risk, and investment cash flow are a few examples of profitability elements that were 

not analyzed here. EPS affect profitability measured by (ROA) in industrial Companies Listed in ASE, Reason 

for this is the nature of the relationship between the variables that could return (EPS and ROA), as both 

are considered profitability. Operating cash flow affects profitability measured by (ROA) in indus-trial 

Companies Listed in ASE. Researcher believe this is due to the critical role offered by operating cash flow, 

which is considered the main engine for the company and generates profits and continuity and achieves 

the returns on owners and investors. Age of the company does not affect profitability measured by (ROA) 

in industrial Companies Listed in ASE; researcher believe that the reason for this is that the increase in the 

age of the company does not lead to an increase in the capabilities departments to achi-eve the continuity, 

this is due to the change in the surrounding conditions in the region, especially deve-lopping countries such 

as Jordan. Size of the company measured by (Total liabilities) affects profitability measured by (ROA) in 

industrial Companies Listed in ASE. Finical factors (EPS, operating cash flow, size of the company) affect 

profitability in industrial Companies Listed on ASE. 
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The interactions between economic openness with other variables including 

inflation and GDP growth help to capture the different channels through 

which economic liberalization can benefit financial market development. This 

paper examines the influences of economic openness measured by trade 

openness and financial openness, on the development of financial markets 

in developed economies proxied by the Financial Market Index, a composite 

index representing the sum of financial market depth, access, and efficiency 

measurements. Yearly panel data from World Bank and International Mone-

tary Fund for G10 countries spanning the period 2001-2019 and Autoregres-

sive Distributed Lag model (panel-ARDL) are employed for analysis, and main 

results follow. Trade openness, financial openness, and economic growth are 

crucial determinants of financial market development in the long-run. Howe-

ver, in the short run, only financial openness has a positive and a significant 

impact on financial market development. The empirical results also reveal 

that Inflation has a detrimental effect on the evolution of the financial mar-

kets in the short and long term. The error correction term is negative in sign 

and statistically significant suggesting a long run equilibrium relationship 

amongst our variables, where, 28% of disequilibria in financial market deve-

lopment is corrected annually; a fairly high speed of adjustment that takes 

around 3.5 years to restore equilibrium. Finally, decision-makers should be 

attentive regarding the economic openness, and able to assess and manage 

trade and financial openness, keeping a growing rate of economic growth 

and low inflation rate, in order to promote the stability of the financial 

markets, and allow developed economies to exploit the benefits of economic 

openness for financial markets development. 
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INTRODUCTION 

The previous few decades have witnessed a significant shift toward economic liberalization and increasing 

trade between nations, which has gradually boosted competition for financial assets and investments. This is 
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especially true now that global organizations like the World Trade Organization (WTO), the Organization for 

Economic Cooperation and Development (OECD), and the International Monetary Fund (IMF) have emerged. 

The recent emergence of local capital markets has highlighted the importance of maintaining consistent and 

secure policies for macroeconomic stability and growth for both governments and businesses (Leaven, 2014). 

The financial markets have a significant impact on national economies and can be viewed as a key 

component of economic activity since they direct capital to the most profitable endeavors, draw in foreign 

capital, and promote the effective distribution of assets and investments (Levine and Zervos, 1998).) Thus, 

financial markets can promote capital accumulation, mobilizes financial resources at the domestic and 

international levels, offers several ways to save, and diversify risk. The size, depth, accessibility, effectiveness, 

and stability of markets, in addition to intermediaries, assets, institutions, and financial system rules are used 

to measure the financial market developmen (Roubini and Bilodeau, 2009). Given that financial development 

has been empirically shown to spur growth in both the developed and developing worlds, the effect of financial 

openness on financial development is crucial (e.g., Hailat and Magableh, 2018). According to conventional 

economic theory, financial openness results in lower finance costs, efficient resource allocation, international 

risk sharing, increased investment, financial development, and growth.           

In response to growing economic requirements and activities, financial market development (FMD) can 

either play a leading role in economic growth or a follower role. The relationship between economic growth and 

the development of the financial sector depends critically on the stage of economic development that a nation 

is experiencing (Liang and Reichert, 2006). According to economic historians, economies with early financial 

system development tend to be the most prosperous economies, and financial market development is fueled 

by economic expansion (e.g., Goldsmith, 1969). Financial transactions expand as a result of increased 

economic activity, including investments, trade opening, financial liberalization, and institutional development. 

This in turn encourages the growth of the financial markets (e.g., Law and Habibullah, 2009; Kenza and Eddine, 

2016). Financial openness is a notion that is connected to but separate from financial development. A financial 

system frequently becomes more exposed to foreign money as it grows and gets more sophisticated, and it 

also becomes more tightly integrated with other foreign financial systems. It would seem logical that financial 

openness would have a favorable impact on economic growth and productivity (Hailat and Baniata, 2018). 

Foreign direct investment (FDI) inflows are a sign of a country's financial openness because they boost 

economic growth by bringing in advanced foreign technology, managerial know-how, and other expertise as 

well as by boosting domestic markets' competitiveness by allowing foreign businesses to operate there. Inflows 

of non-FDI can also spur growth by giving domestic businesses access to foreign savings. Foreign capital 

inflows, however, could be improperly allocated in the absence of a stable and effective financial system, 

leading to a financial crisis that would be fatal to economic progress. 

In order to ascertain the effect of trade and financial openness on financial market development, this 

study employs data from the International Monetary Fund (IMF) and World Bank (WB) for G10 nations spanning 

the period 2001–2019 and a Panel Autoregressive Distributed Lag model. A brief overview of the literature is 

provided in section 2, the technique is described in section 3, the empirical findings are discussed in sections 

4 and 5, and the discussion is wrapped up in section 6. 

 

1. LITERATURE REVIEW  

Due to the increased uncertainty caused by trade openness, there is a larger risk of exposure to external 

shocks and international competition, which may lead to financial market development (Svaleryd and Vlachos, 

2002). However, Rajan and Zingales (2003) discussed the timing of capital flow and trade openings and 

emphasized that doing so simultaneously is crucial for the growth of the finance sector. This theory is known 

as the Simultaneous Openness Hypothesis in the literature. Depending on the wealth levels of the various 

nations, Do and Levchenko (2004) stated that trade openness has a positive and a negative impact on FMD. 

In this perspective, expanding trade openness in nations with relatively higher (lower) incomes has a favorable 

(unfavorable) impact on the financial sectors. Strong evidence was empirically found by Huang and Temple 

(2005) that commerce encourages financial development in the high-income group but not in the low-income 

group. They contend that sustained growth in financial depth will frequently follow advances in the openness 

of the products market. 

Equity market turnover and private credit are used by G. Bekaert et al., (2005) to gauge financial progress 

and financial openness, whereas equity market liberalization serves as a sign of financial openness. They 
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discovered that during a five-year period, liberalization of the equities market contributed to an increase of 1% 

in yearly economic growth. Moreover, they found that as more foreign cash becomes available, it directly eases 

financial limitations due to the rise in investment. S. Law (2007) investigated the relationship between 

openness and financial development in relation to Rajan and Zingales' (2003) hypothesis. The findings 

revealed that while simultaneously open product and capital markets do promote better financial 

development, their effectiveness is greatest in middle-income countries. In contrast, their impact was minimal 

in low-income and high-income nations. R. Rajan and L. Zingales' (2003) claimed was verified empirically by 

Baltagi et al. (2009). They demonstrated that closed economies may be able to benefit more from both types 

of openness (trade and financial), even though opening up one without the other could still result in benefits 

for the development of the banking industry. This was true even though trade and financial openness are 

strongly related to financial development. Contrarily, their results detected that increased trade openness 

allows for foreign financing, which promotes the growth of the financial industry. They discovered that whereas 

financial development through more financial integration is shown to be limited in already open nations, the 

marginal impact of financial openness on financial development is considerable in lower income countries. B. 

Baltagi et al. (2009) showed that both emerging and industrialized nations' banking sector development and 

financial and trade openness are positively correlated. Their findings somewhat refute Rajan and Zingales' 

(2003) assertion that trade and financial openness are necessary conditions for financial development for a 

variety of political economic reasons. 

X. Vo and K. Daly (2007) found that international financial integration has a positive relationship with 

wealthy and educated countries, trade openness, financial development level, soundness of the banking 

system, and economic growth and a negative relationship with capital control measures, inflation, and taxes 

in their analysis of 79 developed and developing countries for the years 1980 to 2003. Law (2009) asserted 

that increased financial development results from openness via channels of institutional quality and 

competitiveness. New evidence from S. Law and M. Habibullah (2009) added light on the impact of institutional 

quality, trade openness, and financial liberalization on the growth of financial markets. The results showed 

that, while domestic financial sector reforms in terms of financial liberalization tend to promote banking sector 

development and stock market liberalization is effective in delivering stock market development, trade 

openness is more prominent in supporting capital market development. However, in developed economies, 

the financial liberalization plans are more effective. D. Kim et al. (2010b) found that there is a positive long-

run association between financial growth and trade openness as well as a negative short-run relationship. 

However, when the data were divided into groups according to income or inflation, the same result was only 

seen in nations with relatively low incomes or high inflation rates. Ho and Iyke (2021), demonstrated that trade 

openness promotes financial development over the long term. However, the impact of openness in the short 

term is unclear but seems to be detrimental. The sample was split into low- and middle-income groups, and it 

was discovered that while openness benefits financial development in the former group, it has the opposite 

effect in the latter. A study by S. Muhammad et al. (2016) showed a strong and favorable relationship between 

Pakistan's financial development and trade openness. Additionally, it has been determined that economic 

policies aimed at trade openness and financial development has a positive impact on Pakistan's economic 

growth. Both causality and co-integration tests were used in a study by Bayar et al. (2017) of Central and 

Eastern European nations utilizing data from 1996 to 2014. Their results revealed that transparency had a 

favorable long-term impact on the development of the financial sector. Ibrahim and Sare (2018) noted that 

after nations open their economies to international commerce, their domestic human capital should have 

improved to the point where they can demand better financial services and financial intermediation, all of 

which strengthen nations' domestic financial sectors. Using three sets of financial development indicators to 

separate size, efficiency, and competitiveness as characteristics of financial development, C. Zhang et al. 

(2015) analyzed the effects of trade and financial openness on financial development in China. Their findings 

revealed that factors affecting financial efficiency and competition, such as trade and financial openness, are 

statistically significant. Although the marginal impacts of openness on financial efficiency and competitiveness 

are favorable for the most open provinces but unfavorable for the least open regions, openness has a negative 

influence on the scale of financial development for the majority of the sampled provinces. 

The lack of a general, direct, and robust link between openness and financial development in Sub-Saharan 

Africa, may be the result of a variety of factors, such as distortions in domestic financial markets, weak 

institutions, and/or inadequate financial sector supervision according to M. David et al. (2014) findings. 

However, they guarantee that in nations with higher institutional standards, trade openness is more crucial for 

financial success. It's possible that inflation might harm financial market development; J. Boyd et al. (2001), 
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found a strong and significant negative correlation between inflation and the expansion of the banking sector 

as well as the activity on the stock market. The marginal effects of inflation on banking loan activity and stock 

market growth rapidly decline as inflation rises. Financial development is described by D. Kim et al. (2010a) 

as being characterized by both short- and long-term financial instability. They evaluated whether the short-run 

and long-run effects of inflation on financial development are different. They discovered evidence of the 

coexistence of inflation's beneficial short-term effects and detrimental long-term effects on financial 

development in low-income countries. They noted that while inflation often has a negative long-term and 

negligible short-term impact on financial development in higher-income countries. 

M. Bittencourt (2011) showed that inflation unmistakably slows down financial development. As a result, 

achieving a deeper and more active financial sector with all of its associated advantages requires first 

achieving low and stable inflation and all that it entails. Supportively, N. Ozturk and K. Karagoz (2012) 

confirmed the detrimental impact of inflation on financial development. 

 

2. METHODOLOGY 

According to the model put forth by Grossman and Helpman (1991), economic growth is dependent on the 

economy's opening up since openness promotes capital flow, knowledge transfer, and the opening of new 

international markets. Financial market development may be fueled by trade openness, financial openness, 

and economic growth, while low inflation rates may explain why affluent and institutionalized economies may 

score higher on this metric. This study examines the evolution of the financial markets in G10 nations using 

trade, financial openness, inflation, and economic growth. 

 

2.1 Data  

This study uses annual data from the International Monetary Fund and the World Bank for the G10 

countries covering the years 2001-2019 for analysis. The G10 group of nations refers to countries that 

participate to the General Arrangement to Borrow (GAB); a supplementary borrowing arrangement that may be 

used when the IMF's resources are assessed to be insufficient to meet a member's demands. The group, which 

consists of the following nations: Belgium, Canada, France, Germany, Italy, Japan, the Netherlands, Sweden, 

Switzerland, the United Kingdom, and the United States, kept the moniker "G10" despite the addition of the 

11th new member. 

 

2.2 Variables  

Trade openness (OPEN) and financial openness (proxied by foreign direct investment, FDI) are used in this 

panel-data analysis to explain the composite index of financial market development (the dependent variable). 

As control variables, the growth rate of the real gross domestic product (GDPG) and inflation (INF) are 

presented. Table 1 illustrates variables, definitions, levels of measurement, and data sources. 

 
Table 1. Variables, Measurement, definition and Source 

 Measurement Definition Source 

Dependent Variable 

FMD 

Financial Market Index FMI is a composite index represents aggregate 

of financial market depth, access and efficiency indices. Where:  

Financial market depth index represents Stock market capitalization 

to GDP, stocks traded to GDP, international debt securities of 

government to GDP, total debt securities of financial and non-financial 

corporation to GDP. 

Financial market access index represents percent of market 

capitalization outside of top 10 largest companies and total number 

of issuers of debt.  

Financial market efficiency index represents Stocks traded to 

capitalization. 

Financial market 

index as a proxy for 

FMD, it takes 

values between (0 

– 100), where 0 

means weak index 

and 100 is strong 

index.  

International 

Monetary Fund, 

IMF data, 

Financial 

Development 

Index Database. 

Independent Variables 
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OPEN OPENit =  
EXPORTSit +  IMPORTSit

GDPit

. 100% 

Trade openness is 

the sum of exports 

and imports of 

goods and services 

measured as a 

share of gross 

domestic product. 

The World Bank 

national 

accounts data. 

FDI 

Foreign direct investment refers to direct investment equity flows in 

the reporting economy. It is the sum of equity capital, reinvestment of 

earnings, and other capital. FDI represent the financial openness of 

each country.  

Foreign direct 

investment, net 

inflows (BoP, 

current US$) 

expressed in 

logarithm form. 

International 

Monetary Fund, 

Balance of 

Payments 

database. 

INF 

Inflation as measured by the consumer price index reflects the annual 

percentage change in the cost to the average consumer of acquiring a 

basket of goods and services. The Laspeyres formula is generally 

used. 

 

Inflation, consumer 

prices (annual %) 

 

International 

Monetary Fund, 

International 

Financial 

Statistics and 

data files. 

GDP

G 
GDPGit =  

GDPit − GDPit−1

GDPit−1

 . 100% 

Annual percentage 

growth rate of GDP 

at market prices 

based on constant 

2015 prices, 

expressed in U.S. 

dollars. 

The World Bank 

national 

accounts data. 

Source: Prepared by authors based on the WB and IMF databases. 

 

2.3 The Model  

Panel Autoregressive Distributed Lag (ARDL) Model can be used to examine the connection between 

financial market development and economic openness. Baltagi et al. (2009) assert that panel data analysis 

reduces multicollinearity among the explanatory variables and enables the examination of a large number of 

heterogeneous observations. The model is expressed as follows: 

 

𝐹𝑀𝐷𝑖𝑡 =  𝛼𝑖 + ∑ 𝐵𝑗𝑋𝑖𝑡

𝑘

𝑗=1

+∈𝑖𝑡 … … … … . (1) 

 

Where, FMDit is the financial market development index for country (i) in year (t), Xit is a vector of independent 

variables including trade openness (OPEN), financial openness measured by (FDI), real GDP growth (GDPG) 

and inflation (INF). The two vectors α and β represent country specific fixed effects, and the regression 

parameters that estimate the effects of j regressors, respectively, while ∈ is the error term. Compact form of 

ARDL can be derived from equation (1) according to:  

𝐹𝑀𝐷𝑖𝑡 = 𝜇𝑖 + ∑ 𝛾𝑖𝑗

𝑘

𝑗=1

𝐹𝑀𝐷𝑖𝑡−𝑗 + ∑ 𝛿𝑖𝑗𝑋𝑖𝑡−𝑗 +∈𝑖𝑡

𝑛

𝑗=0

… … … … … (2) 

Where 𝜇𝑖 measures the country fixed effects. Optimal lags k and n are determined by minimizing Bayesian 

Information Criterion (BIC), and may differ across variables. ARDL model has a re-parametrization form in 

Conditional Error Correction, and thus equation (2) can be re-written as: 

∆𝐹𝑀𝐷𝑖𝑡 = 𝜇𝑖 + ∅𝑖(𝐹𝑀𝐷𝑖𝑡−1 − 𝜌𝑖𝑋𝑖𝑡) + ∑ 𝛾′
𝑖𝑗

𝑘−1

𝑗=1

∆𝐹𝑀𝐷𝑖𝑡−𝑗 + ∑ 𝛿′
𝑖𝑗∆𝑋𝑖𝑡−𝑗 +∈𝑖𝑡

𝑛−1

𝑗=0

… … … (3) 

The term (𝐹𝑀𝐷𝑖𝑡−1 − 𝜌𝑖𝑋𝑖𝑡) represents one lag residuals from the regression of the dependent variable 

on the set of the independent variables, while the error-correction term ∅𝑖 measures the speed of adjustment 

toward equilibrium, and 𝜌𝑖 measures the long-run parameters. If we allow heterogeneity in the intercept, short-

run parameters, and the error terms while restricting cross-country long-run parameters as homogeneous, the 
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model can be estimated using pooled mean group (PMG) estimator of Pesaran et al., (1999) who have 

demonstrated that PMG estimator is superior because of its flexibility. Accordingly, we can model a 

homogeneous, long-run, and cross-country FMD–economic openness nexus alongside modelling short-run 

heterogeneous adjustments of these variables to equilibrium across countries. 

 

3. DESCRIPTIVE STATISTICS 

It is crucial to review data statistics that provide a sense of the overall average, maximum, minimum, and 

standard deviation values of the study variables during the specified time period prior to starting the analysis. 

These descriptive statistics are shown in Table 2. 

 
Table 2. Descriptive Statistics  

 FMD OPEN FDI INF GDPG 

 Mean  76  74.17  24.45  1.50  1.54 

 Maximum  100  161.49  27.32  4.48  6.86 

 Minimum  37  19.55  17.36 -1.33 -5.69 

 Std. Dev.  11  36.90  1.38  1.08  1.88 

 Observations  209  209  209  209 209 

Source: Author’s calculations based on WB and IMF databases. 

 

3.1 Testing stationarity problem 

To test our variables for stationarity, we apply the unit root test of Im, Pesaran & Shin, PP-Fisher, and 

Levin, Lin & Chu. The unit root is assumed to exist in the null hypothesis of these tests, implying that the 

variable is non-stationary. Both Im and PP tests assume individual unit root processes, while the LCC test 

assumes common unit root process which is appropriate in a small sample. As shown in table 3, FMD, FDI, 

INF and GDPG are stationary at level, or equivalently, integrated of order zero [I (0)], while OPEN has a unit 

root at level but first-difference stationary, that is the variable is integrated of order one [I (1)]. Although not 

essential for applying ARDL model as long as the variables are I(0) and I(1), we perform unit root tests to 

ensure that no series exceeds the integration of order one (Pesaran et al., 1999). 
 

  Table 3. Unit Root Tests 

Variables FMD OPEN FDI INF GDPG 

Im  

Chi-square -3.99 -9.05 -4.28 -5.96 -4.43 

Probability 0.00 0.00 0.00 0.00 0.00 

Stationary Level* 
1st 

Difference* 
Level* Level* Level* 

PP 

Chi-square 43.29 136.71 53.69 73.79 51.62 

Probability 0.00 0.00 0.00 0.00 0.00 

Stationary Level* 
1st 

Difference* 
Level* Level* Level* 

LLC 

t-statistic -3.50 -8.89 -5.71 -7.96 -1.87 

Probability 0.00 0.00 0.00 0.00 0.03 

Stationary Level* 
1st 

Difference* 
Level* Level* Level* 

  * stationary with individual effects. 

 

3.2 Cointegration Test 

Unit root tests reveal that our variables are a combination of I(0) and I(1), hence a panel cointegration test 

may be run to determine whether or not the variables are cointegrated (i.e. have a long-run relationship). The 

results of testing the null hypothesis of no cointegration are shown in table 4. The null hypothesis is rejected 

by four of the seven statistics from the two groups. We may continue using the Panel ARDL because the four 

statistics have values correlated with zero probabilities, suggesting a long-run relationship between our 

variables. 
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Table 4. Cointegration Test 

AR within-dimension Weighted Statistic Probability 

Panel v-Statistic -1.24 0.89 

Panel rho-Statistic 0.97 0.83 

Panel PP-Statistic -4.25 0.00* 

Panel ADF-Statistic -2.92 0.00* 

AR between-dimension Statistic Probability 

Group rho-Statistic 2.53 0.99 

Group PP-Statistic -4.35 0.00* 

Group ADF-Statistic -2.56 0.00* 

* indicates statistical significant at 5 percent significance level. 

 

3.3 Testing multi-collinearity problem  

The Spearman rank-order test is used to examine any relationships between the explanatory variables. 

When observations have a similar rank, one would anticipate a strong correlation between the two variables, 

while a dissimilar rank would indicate a low correlation. When the probability is less than 0.05, the null 

hypothesis that there is no (monotonic) correlation between ranks is rejected. Results show little or negligible 

association between the independent variables, as shown in Table 5. 
 

Table 5. Spearman rank-order correlation test 

 FMD OPEN FDI INF GDPG 

FMD 

1.00 

-- 

-- 

    

OPEN 

0.23 

[3.24] 

(0.00) 

1.00 

-- 

-- 

   

FDI 

0.25 

[3.59] 

(0.00) 

0.04 

[0.67] 

(0.49) 

1.00 

-- 

-- 

  

INF 

-0.15 

[-2.13] 

(0.03) 

0.03 

[0.46] 

(0.64) 

-0.09 

[-1.67] 

(0.26) 

1.00 

-- 

-- 

 

GDPG 

0.27 

[3.94] 

(0.00) 

0.10 

[1.41] 

(0.15) 

0.13 

[1.94] 

(0.05) 

0.12 

[1.71] 

(0.08) 

1.00 

-- 

-- 

Note: [ ] and ( ) denote for t-statistics and t-probability respectively.  

 

4. EMPIRICAL RESULTS 

The panel ARDL regression model is used to estimate the connection between the FMD and economic 

openness. This model permits short-run coefficients and error variances to vary across groups while requiring 

long-run coefficients to be identical (Pesaran et al., 1999). Results are revealed in Table 6. In the long run, all 

explanatory variables are significant at the 1% level; however, in the short run, only financial openness and 

inflation are significant. Additionally, the results show a long-term equilibrium relationship between the 

variables, in which 28% of the disequilibria in the financial market development will be corrected annually; this 

is a fairly high rate of adjustment, and it takes about 3.5 years to restore equilibrium.  

The Panel ARDL/PMG results provide the short-run and long-run impacts of trade, financial openness, 

inflation and economic growth on financial market development. All explanatory variables are significant at 1 

percent significance level in the long-run, while financial openness and inflation exert significant impact in the 

short-run. Besides, results reveal a long run equilibrium relationship amongst variables, where, 28% of 
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disequilibria in financial market development produced by independent variables will be corrected annually; a 

fairly high speed of adjustment that takes around 3.5 years to restore equilibrium. 

Trade openness benefits the development of the financial markets in the long run, but this influence is 

negligible in the short term. This may be connected to trade policies that seek global economic integration, 

where domestic and international demand foster rapid technological adoption for improved productivity and 

trade balance. Additionally, increased exports encourage real output growth while increased imports relieve 

pressure on production costs. Therefore, trade openness may lead to more effective resource allocation, allow 

for the exploitation of a country's competitive advantages, improve financial treatment, and contribute to the 

development of the financial markets (Alomari et al, 2019). 

The findings indicate that increased FDI influx has favorable long- and short-term effects on the G10 

financial market's development. These results are in line with the earlier studies of Levine (2005), Hailat and 

Magableh (2018), who explain the benefits of FDI by importing cutting-edge foreign technology, management 

skills, and other know-how. Additionally, through fostering greater competition in domestic markets, where 

financial openness leads to lower financing costs, effective resource allocation, international risk sharing, a 

rise in investments, and ultimately, financial development and growth. 

In contrast to financial openness, inflation index has a negative long run and short run impact on the 

financial market development. This finding is consistent with Bittencourt (2011) and Ozturk and Karagoz 

(2012), who emphasize the need for low and stable inflation as a necessary first step to develop a more 

extensive and active financial sector and all of its associated advantages. Additionally, raising the general price 

level may result in fewer financial transactions, debt issuance, and stock trades, all of which are detrimental 

to the development of the financial market. 

The results reveal that economic growth has a positive and significant impact on the development of 

financial markets over the long term, whereas it increases domestic savings, financial transactions, and 

improves market depth, accessibility, and efficiency. It also boosts economic activity. But this impact is 

moderate in size and statistically insignificant over the short term, indicating that economies require time to 

capitalize on current growth which is in line with the previous studie of Masoud and Hardaker (2012).  

 

Table 6. Panel ARDL/PMG Estimation 
(Dependent variable: FMD) 

Long-run equation 

Variable Coefficient t-Statistic Probability 

OPEN 0.15 3.65 0.00 

FDI 0.07 4.11 0.00 

INF -0.04 -4.77 0.00 

GDPG 0.03 3.97 0.00 

Short-run equation 

ECT -0.28 -3.43 0.00 

D(FMD(-1)) -0.005 -0.04 0.96 

D(OPEN) 0.01 1.15 0.25 

D(FDI) 0.06 1.79 0.07 

D(INF) -0.02 -2.31 0.02 

D(GDPG) 0.001 0.21 0.83 

Constant -0.40 -2.84 0.00 

S.E. of regression 0.03 

Log Likelihood 542.19 

Observations 162 

Note: The panel ARDL results were estimated from the best model, ARDL (2, 1, 1, 1, 1), selected based on Akaike info 

criterion (AIC). 

 

CONCLUSION 

This study examines the effects of trade openness, financial openness, economic growth, and inflation on 

the evolution of the financial markets in the G10 nations from 2001 to 2019. Our findings show that economic 

growth and trade openness have a long-term positive impact on the development of the financial market, but 
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statistically insignificant in the short run although having a positive indication. Inflation and financial openness 

have antagonistic and statistically significant consequences on the growth of the financial industry. While 

financial openness has beneficial long-term and short-term effects, inflation has an opponent negative 

influence in the long-term and short-term, suggesting that even moderate inflation can have negative 

macroeconomic effects, underscoring the significance of avoiding excessive inflation when developing 

monetary policy. 

Regarding policy proposals, we urge financial institutions operating inside G10 territory to broaden, 

improve, and distribute their capabilities and endeavors to make the most of their involvement in the General 

Arrangements to Borrow (GAB). Decision-makers should also be able to assess and manage trade and financial 

openness, keeping a growing rate of economic growth and low inflation rate, in order to promote the stability 

of the financial markets. Therefore, it would appear that creating institutional frameworks for managing and 

combating inflation, including the implementation of consistently low and reliable inflation objectives, might 

have significant positive effects on macroeconomic stability and growth. in addition, it is conceded as a 

necessary step to develop the financial sector and all of its associated advantages. 
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 The accumulation of cash by corporations creates an agency conflict be-
tween management and shareholders, which benefits management at the 

expense of shareholders. A company's ability to generate profits depends on 
several factors, but lack of cash on hand is one of the most critical, increasing 

the risk of insolvency for that business. In the context of modern corporations, 
where there is separation between agent (management) and principals (own-

ers), it is argued that the agent does not always act and perform its duties in 
the best interests of owners. Due to the asymmetric information between 

agent and principals, tax avoidance activities, in this case, can be used as a 
tool to facilitate the opportunistic behaviour of managers which at the end 

increasing costs borne by the owners (Dhaliwal et al. 2011). With this in mind, 
the study's overarching goal is to learn how much a different firm size makes 

in the correlation between tax evasion and cash on hand among Muscat 
Stock Exchange-traded corporations from 2011 to 2020. This study adopted 

the companies listed on the Muscat Stock Exchange as its statistical popula-
tion; 20 companies were chosen using the process of systematic elimination. 

Hypotheses were examined using a multivariate regression technique and 
aggregated data. Moreover, the research found that the firm's size negatively 

modifies the correlation between tax avoidance and cash on hand. This study 
provides an insight that agency theory in the context of tax avoidance and 

corporate cash holdings in developing countries such as Oman needs to be 

explored further as the agency conflict in Indonesia as a developing country 

is more principal-principal conflicts. 
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INTRODUCTION 

Usually, a significant part of the firm's assets is kept in cash or tradable securities, which varies be-

tween 8 and 22% in most cases (Tsai, Mai, and Bai, 2021). Cash reserves held by companies have in-

creased significantly over the past decades. Some companies keep excess cash compared to their needs 

for reasons such as information asymmetry or using it for future investment opportunities. 

The term liquid assets are used to describe cash and assets that are easily converted into cash. Cash 

is the most liquid asset. Other assets have different amounts of liquidity, which depends on their ease of 

liquidation. 

Apart from cash, other assets have two dimensions: (1) the time required to convert assets into cash, 

(2) the degree of certainty regarding the liquidation of assets. Liquidity management involves identifying 
these two types of assets that the firms will hold. Against the benefits of saving cash, there are costs. If 

the imperfections of the capital markets increase the borrowing interest rate against the lending rate, 

maintaining liquidity will have a cost. In such a situation, there should be holdings between the benefits of 

liquidity and maintenance costs. At this time, the desired and optimal amount of liquidity will be determined 

by the final analysis of the yield obtained from maintaining liquidity. 

Keynes has identified three motivations for holding cash: trading motivation, foresight motivation, and 

speculative motivation (speculation). Giving and receiving are the need for cash for business payments. 

Foresight motivation to keep some money should be done by keeping a fund (cash) or savings to face 

possible unexpected events. The speculative motive depends on holding cash to take advantage of antic-

ipated changes in stock prices. 

There are numerous hypotheses regarding the optimal level of cash on hand. However, they all agree 

on the need to consider investment prospects, financial leverage, cash flows, and the size and liquidity of 

assets. 

According to the tradeoff theory, businesses find the right quantity of cash to keep on hand by striking 

a balance between the advantages and disadvantages of doing so. To determine the ideal level of cash on 

hand, businesses weigh the costs and benefits of having cash and make adjustments accordingly. The key 

idea of this theory is that organizations whose management adopts a proactive strategy based on cost-

benefit analysis to maintain cash have a sweet spot for cash reserves. 

Companies' cash reserves are partly affected by their efforts to minimize tax liability. Businesses use 

tax evasion strategies whenever possible (Khadamipour et al., 2014). Corporations can avoid paying taxes 

by taking advantage of legal loopholes in the local tax system. Slack off (tax avoidance). Less money taken 

out of the farm's account to pay tax debt means less money taken out of the farm's account, which may 

be used to improve the farm's financial base and reduce the farm's reliance on external resources while 

increasing the farm's reliance on internal resources (the level of cash holdings). Firm size, among other 

criteria, undoubtedly affects tax evasion actions and their effect on cash on hand. 

 

 

2. LITERATURE REVIEW AND HYPOTHESES 
 

Managers may hoard cash because they prefer not to take unnecessary risks. Managers looking to 

pad their own pockets often do so at the expense of their investors. Cash investment can negatively affect 

company value since it gives management discretion to act contrary to capital market norms. Management 

theories based on the assumption of agency costs allow for the accumulation of capital at the expense of 

shareholders for the benefit of the management team (Faroghi, Amiri, and Farzadi, 2015). When a com-
pany's low cash reserves, it must seek outside funding to meet its immediate financial obligations. This, 

however, will not be without its own costs. Therefore, each rial of extra cash is worth more to investors if 

they can keep it in the companies. However, the scenario changes if the firms' liquidity levels are stable at 

the time of debt maturity; in this case, investors would place less value on each rial of more cash since 

they will recognize that it will no longer create more value for the firms. The research was conducted by 

Sun, Yang, and Rahman (2012). 
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Companies that keep a limited amount of their assets in cash and quasi-cash. Also, many companies 

increase the level of their cash assets. (Ferreira and Villa 2004) by researching the ratio of cash to assets 

of European Monetary Union companies, they concluded that these companies account for 15% of all. 

They keep their assets in cash or quasi-cash. The equilibrium hypothesis predicts an inverse link between 

the size of a company and its cash on hand. Large corporations may usually have more consistent cash 

flows because of their more significant financial resources. Therefore, they are less likely to go bankrupt 
and have more funding options than small businesses (Titman & Vasil, 1988). Due to the significance of 

liquidity management in the oman capital market, it is worthwhile to investigate how firm size moderates 

the correlation between tax avoidance and cash on hand. 

Bates et al. (2006) also reported that US industrial companies' average ratio of cash to assets in-

creased by 129% from 1980 to 2004. According to what was said and also many other issues, it is possible 

to understand the result of the increasing importance of cash and its effect on companies, so it is a logical 

reason to motivate the firms and their shareholders to take measures to avoid taxes in order to achieve 

their primary goal, which is to increase the percentage of shareholders' interests. This is while the recent 

researches showed that managers might turn to tax avoidance that is only for their own interests, they 

should not necessarily pursue the interests of the shareholders, in other words, complex tax transactions 

that are aimed at concealment of income from tax authorities and the government can prevent sharehold-

ers from closely monitoring managers in order to prevent or limit opportunistic actions of managers. This 

complexity and ambiguities have been done intentionally so that managers can pave the way for daring 

actions to make profits at the expense of shareholders with their opportunistic actions. This is why man-

agers have been able to hide their opportunistic practices by using complex tax avoidance structures. 

Therefore, on the one hand, the conflict of interest between the government and shareholders and, 

on the other hand, the conflict of interest between managers and shareholders can be considered as the 

two primary motivations for tax avoidance in companies. Therefore, managers turn to different tax plan-

ning. It can include returns for companies that are created from savings caused by tax savings. This issue 

will lead to an increase in net cash flows and profit after tax deduction, which will ultimately positively 

affect the firms' value. (Desai 2009). The pecking order theory of Myers and Majlufs (1984) and the free 

cash flow theory of Jensen (1986) try to elucidate the topic further. The first theory raises the issue of 

funding under adverse selection conditions, arguing that enterprises resort to costly external borrowing 

only when their internal options have been depleted. The second hypothesis relies on the concept of moral 

hazard and holds that managers will be motivated to look out for their own interests if they are given the 

freedom to allocate cash flows as they see fit. When it comes down to it, cash on hand is determined by 

factors unique to each company. Cash on hand is also influenced by financing limitations (Almeida, Cam-

pello, & Weisbach, 2004; Denis & Sibilkov, 2009). 

It has been shown that 1'financing limitations and firm-specific variables are the most studied factors 

in explaining cash on hand. The factors influencing the amount of cash that US companies keep on hand 

have been the subject of research conducted by Opler, Pinkowitz, Stulz, and Williamson (1999). The au-

thors' findings provide credence to the tradeoff theory, which proposes that businesses weigh the costs 

and benefits of retaining cash at the margin. The issue of financial limitations on liquidity demand is ex-

amined by Almeida et al. (2004). It was determined that even cash-strapped businesses should have some 

cash on hand for emergencies and to put toward future initiatives. Denis and Sibilkov (2009) show that 

cash hoarding is a common practice among cash-strapped businesses to avoid more expensive forms of 

external borrowing. In their 2004 study, Ozkan and Ozkan look into how a company's ownership and board 

composition affects its cash reserves. Cash reserves, investor safety, and ownership structure are all topics 

Ferreira and Vilela (2004) investigate. To illustrate why minority investors in developing nations' enter-

prises place a higher value on dividends than cash, Pinkowitz, Stulz, and Williamson (2006) propose a link 

between investor protection and cash holdings. 

 

 

2.1 Firm size and cash holdings 

One of the most studied factors concerning a firm's cash on hand is its size. Large corporations rely 

less on their own resources since they face fewer financial hurdles. These businesses can produce cash 
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because of their consistent cash flows. Consequently, there should be an inverse relationship between 

business size and liquidity. An extensive body of research supports this connection, which is explained by 

employing the tradeoff theory (Almeida et al., 2004; Bates et al., 2009; Bigelli & Sanchez-Vidal, 2012; 

Drobetz & Gruninger, 2007; Opler et al., 1999). 

 

Firm Size  

The company's total assets can be used to express the company's size, or the natural logarithm of the 

company's total assets can be used to determine the company's size. This study also uses this equation to 

measure company size (Ullah, 2012; Aslam and Ullah, 2017; Ali et al., 2021). 

 

 

Cash holdings 

Cash holdings is the total financial ratio of comparing the amount of cash in the company with its total 

assets and measuring cash retention using the following formula: 

Cash Holding =  
Total Cash+Equivaley

Total Assets−Cash
  

 

 

2.2 Tax avoidance and cash holdings 

According to conventional economic theory, stockpiling funds increases shareholder value, which is 

calculated as the difference between the marginal benefit and marginal cost of maintaining the cash on 

hand (A. Dittmar, Mahrt-Smith, & Servaes, 2003). Contrary to common belief, however, tax avoidance is 

an example of managers seizing an opportunity to further their own self-interests within the framework of 

agency theory. Starting with the findings of S. Chen et al. (2010), we know that companies have decided 

to minimize the amount of money they pay in taxes to the General Department of Taxation to maximize the 

returns for their executives and stockholders. That the process by which one can lower tax payments to 
the General Department of Taxation was outlined by the inquiry was made clear. Companies have utilized 

methods based on algorithms to make transactions more involved. As a result, those who relied on the 

financial data were misinformed about the nature of the economic transaction and failed to properly as-

sess the company's financial performance (S. Chen et al., 2010; Mihir A Desai & Dharmapala, 2008). 

This study uses the following formula to calculate ETR, which is utilized as a proxy for tax avoidance. 

ETR =  
Total tax Expense

Income before Tax
  

 

However, conflicts between management and shareholders can also affect the desire to minimize tax 

payments (S. Chen et al., 2010). According to research published in 2011 by Y. Chen, Huang, Pereira, and 

Wang and J.-B, there is a positive correlation between company tax avoidance and firm opacity. Kim, Li, 

and Zhang. More specifically, this research showed that managers try to conceal facts on financial state-

ments to lessen their tax obligations (for example, lower profit, lower revenue, or higher cost). 

As detailed by Hanlon and Slemrod (2009) and J.-B, businesses have evaded paying taxes. Kim et al. 

(2011), which causes a consistent drop in stock price. Due to the manager's concealment of facts, the 

board and shareholders could not promptly make appropriate adjustments and choices. Managers decide 

whether to invest or hoard cash consistently because they aim to optimize their profits, as shown by the 

research of Opler, Pinkowitz, Stulz, and Williamson (2001). Since it is common knowledge that cash is 

highly liquid and easily transferable, managers tend to hoard more of it when agency costs rise (Myers & 
Raghuram, 1998). Research (A. Dittmar, MahrtSmith, & Servaes, 2003a; Jensen, 1986) suggests that this 

activity served a practical goal for the individuals involved. 

Faulkender and Wang (2006), Dhaliwal et al. (2011), and Hogan and Noga (2012) all suggested that 

small businesses benefited from relatively straightforward taxation compared to their larger counterparts. 

Because of this, they did not anticipate that tax evasion would have a negative effect on corporations' cash 

reserves. They concluded that, like M. Z. Frank and Goyal (2014) and Di and Hanke (2013), companies 

𝑭𝐼𝑅𝑀 𝑆𝐼𝑍𝐸 = 𝐿𝑇𝐴𝑡 = 𝐼𝑛(𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠) 
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that engage in tax avoidance are more likely to keep a large amount of cash on hand during economic 

downturns. In this study, a market-to-book ratio below 33% of the industry distribution was considered 

trouble. According to the authors, when circumstances are challenging, small businesses that use corpo-

ration tax evasion hoard cash and avoid investing in the stock. On the other hand, Harford, Mansi, and 

Maxwell (2012) contended that when company tax avoidance results in a rise in cash, managers prefer 

spending the money rather than putting it away for future use. 

Ramazani and Yoppy (2020) conclude that tax avoidance does not have a positive effect on the value 

of the company in the manufacturing sector of the consumer goods industry Also, it is possible for the size 

of the company to reduce the impact of tax evasion on the value of the company for the manufacturing 

companies listed on the Indonesia Stock Exchange in 2016–2020. It is clear that as mentioned in the 

previous studies, there is a discrepancy in the results of the studies with regard to the effect of variables 

and their relationship to each other, and just as the size of the company has a meaningful effect that 

causes a change in the course of the study, so the researcher initially had to study a sample of the research 

variables and their influence by means of a graph that facilitates the process of developing the hypotheses 

of the study depending on the type of relationship. 

To verify the validity of the results, the researcher relied on the sample data of two companies on the 

Muscat Stock Exchange for 10 years, from 2010 to 2021, and compared all the companies through the 

three schemes (I, II, and III) that were tested. We note the occurrence of anomalies in the relationship 

between the level of cash holding and tax avoidance of the two companies above that are unjustified for 

the years 2011, 2015, and 2020 in graph (1) and 2011 and 2015 in graph (2), which leads to the question 

about the impact of the company’s size for those years negatively or positively, as this question leads us 

to make a third, non-inevitable comparison to reach the edge of the information we aim to reach. 

 

 

              
                        Graphs 1.                                                                                                                          Graphs 2. 

 

 
Graphs 3. 
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According to the proposed theoretical foundations, research hypotheses were developed as follows: 

Hypothesis 1: tax avoidance has a negative effect on the level of cash Holdings. 

Hypothesis 2: Firm size has a positive effect on cash Holdings. 

Hypothesis 3: Firm size reduces the effect of tax avoidance on cash holdings.  

 

 

3. DATA AND DESCRIPTIVE STATISTICS 

This study builds upon earlier work by analyzing how different company sizes influence the connection 

between tax evasion and cash on hand. The model also takes into account contextual factors specific to 

Oman. Descriptive statistics of variables are provided in Table 1 

 

 

Table1. Summary Statistics 
 

Mean Median Min Max 
Cash holdings 0.072 0.096 0.000 0.611 
Tax avoidance -0.148 -0.121 -1.876 0.472 

Size 17.013 17.382 14.312 19.356 
Size*Tax Avoidance -2.543 -2.179 -29.208 7.376 

Info Asymmetry -0.189 -0.160 -0.828 0.992 

Working capital 1.24e 3871805 -7384031 7.80 
FCF 2514124 784268.5 -8.47 4.10 

Tobin-Q 2.594 1.174 0.507 32.300 

Notes: The table provides a snapshot of some key indicators for Muscat -listed enterprises from 2011 through 2020. 

The cash-on-hand indicator (CASH) is the ratio of cash and short-term investments to total assets. The Effective Tax 

Rate (ETR) currently in effect is calculated as the ratio of taxable revenue to tax expense minus deferred tax ex-

pense. .fcf is Free cash flow. wc is working capital. Size is a firm size, that is, the natural log of assets. Q is the ratio 

of Market to book ratio of total assets. 

 

 

As shown in table (1), the average variable of "tax avoidance" in Oman capital market companies is 

equal to -0.148, which shows that the average tax avoidance (the inverse index of the effective tax rate) in 

Oman's capital market was equal to 33.5%. On the other hand, the average variable of "financial leverage" 

is equal to 0.346, which shows that, on average, companies' debts were 34.6% of their assets. 

According to the variance inflation factor test results, the degree of collinearity among the explanatory 
variables is at the optimal level, and there will not be a problem in the regression results. Also, the signifi-

cance level of the Chow test statistic in all research models is smaller than the expected error level. The 

fixed effects model will be used according to the level of significance obtained by the Brash-Pagan test. It 

is necessary to perform the Hausman test in order to choose between the random effects model and the 

fixed effects model. 

The significance level obtained for the Hausman test is smaller than the expected error level of 0.05. 

Therefore, it will be preferable to use the fixed effects model to test the research hypotheses. Also, the 

Wooldridge test shows the existence of autocorrelation between the residuals in all research models. The 

modified Wald test was used to perform the heterogeneity of variance test. The results indicate the exist-

ence of the problem of heterogeneity of variance in the mentioned models. 

In the first hypothesis of the research, the effect of tax avoidance on cash holdings in the muscat 

Stock Exchange has been tested. Also, in the second hypothesis, the effect of company size on cash 

holdings has been tested. 

The results of the test of the first and second hypotheses of the research are listed in Table 2. 

 
Table 2. Regression results with ETR 
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𝐶𝑎𝑠ℎ𝑖𝑡 = 𝛽0 + 𝛽1𝑇𝐴𝑋𝑖𝑡 + 𝛽2𝐿𝐸𝑉𝑖𝑡 + 𝛽3𝑆𝐼𝑍𝐸𝑖𝑡 + 𝛽4𝑆𝑃𝑅𝑖𝑡 + 𝛽5𝐹𝐶𝐹𝑖𝑡 + 𝛽6𝑄𝑇𝑖𝑡 + 𝛽7𝑊𝐶𝑖𝑡 + 𝑒𝑖𝑡 

 variables coefficient 
Standard 

error 
z P-value 

 Tax -1.335 1.344 -9.93 0.000 

 Lev 0.0002 0.0018 0.12 0.902 

 size 0.077 0.0266 2.91 0.004 

 Spread 0.132 0.115 1.15 0.250 

 FCF -0.057 0.615 -0.93 0.350 

 Q 0.014 0.046 0.32 0.749 

 WC -0.017 0.011 -1.58 0.114 

 𝛽0 0.511 0.178 2.87 0.004 

Adjusted-r2 :  51.04  
Wald 

statistics : 
125.08 

   prob : 0.0000 

Source: own 

 

 

According to the results of Table (2), the significance level obtained for the variable statistic "tax avoid-

ance" is equal to 0.000 and smaller than the expected error level of 0.05; And it indicates that tax avoid-
ance has a significant effect on the level of cash holdings. Also, the coefficient of this variable is negative 

and equal to -1.335, which shows that with the increase in tax avoidance, the level of cash holdings de-

creases, so the first hypothesis will not be rejected. 

Also, according to the results of Table (2), the significance level obtained for the variable statistic 

"company size" is equal to 0.000 and smaller than the expected error level of 0.05; And it indicates that 

the size of the company has a significant effect on the level of cash holdings. Also, the coefficient of this 

variable is positive and equal to 0.077, which shows that with the increase in the size of the company, the 

level of cash holdings increases, so the second hypothesis of the research will not be rejected. 

The results of the third hypothesis test are listed in the following Table 3. 

 

 
Table 3. Results of hypothesis 3 

𝐶𝑎𝑠ℎ𝑖𝑡 = 𝛽0 + 𝛽1𝑇𝐴𝑋𝑖𝑡 + 𝛽2𝑆𝐼𝑍𝐸𝑖𝑡 + 𝛽3𝑇𝐴𝑋 × 𝑆𝐼𝑍𝐸𝐼𝑇 + 𝛽4𝑄𝑇𝑖𝑡 + 𝛽5𝑊𝐶𝑖𝑡 + 𝑒𝑖𝑡 

 variables coefficient Standard error z P-value 

 Tax 0.041 0.025 1.63 0.104 

 Size -0.009 0.003 -2.57 0.010 

 size*tax 0.230 0.040 5.74 0.000 

 Q -0.006 0.0011 -5.72 0.000 

 WC 0.028 0.050 -0.57 0.571 

 𝛽0 0.2002 0.065 /0 3.06 0.002 

Adjusted-r2  24.70  Wald statistics: 38.66 

   prob :: 0.0000 

Source: own 

 

 

According to the results of Table (3), the coefficient of the variable ((tax avoidance)) in the first hypoth-

esis model (without entering the moderating variable) is equal to -1.335. With the entering of the moder-

ating variable of company size (the third hypothesis model), it equals 0.230. Therefore, it can be concluded 

that the company's size has weakened the relationship between tax avoidance and the level of cash hold-

ings. The third hypothesis of the research will not be rejected. 
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CONCLUSION 

It appears that in Oman's capital market, managers can abuse their companies' resources without 

fear of repercussions because of their tax techniques, which necessitate restricting the flow of information 

about their businesses to the capital market. Therefore, the money saved by the firm due to a reduction in 

tax payments is used for the managers' personal splurging instead of investing back into the business. 

According to the study's second hypothesis test findings, a company's cash reserves grow in proportion 

to its size. If true, the research supported by this hypothesis runs counter to the holdings theory while 

supporting the free cash flow model. According to the free cash flow theory, large corporations should have 

more leeway in their investment and financial policies, resulting in a more significant surplus of liquid 

assets. 

Researchers found less correlation between tax avoidance and cash on hand as company size in-

creased in the third hypothesis test. In other words, as a corporation grows more extensive, the negative 

impact of tax evasion on cash on hand decreases. It appears that in Oman (Muscat) capital market, com-

pany size and tax evasion are replacement mechanisms for each other, with the former having less impact 

on the number of cash holdings for larger firms. Cash loss due to planning appears to have decreased due 

to improved monitoring of managers' activities in larger organizations (tax avoidance). 

As a result of the negative effect tax avoidance has on a company's cash reserves, it is recommended 

that users of financial statements employ the index developed for this study in order to gauge the extent 

to which a company is avoiding taxes and to make an educated guess as to the size of the company's non-

cash assets. Furthermore, it is recommended that firm financial managers and financial analysts examine 

the company's liquidity by calculating the quantity of cash holdings, paying closer attention to the company 

size component and tax evasion. 
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 One of the most critical phenomena facing policymakers in developed and 

developing countries is unemployment. Although economic theory suggests 
that attracting foreign investments is one of the most effective ways to miti-

gate this phenomenon, especially in developing countries, some empirical 
studies show contrary results. This article investigates the impact of foreign 

direct investment (FDI) inflows on the unemployment rate in Egypt. We exam-
ine annual time series data from 1976 to 2022 using a vector autoregressive 

model (VAR) and the impulse function (IRF) to capture the short-run impact 
of FDI on inflation, gross domestic product (GDP), exports, and unemploy-

ment rate. Our research hypotheses predict that foreign direct investment 

inflows increase the real gross domestic product (GDP) and exports while de-
creasing inflation and unemployment. The results show that FDI is vital in 

reducing inflation and increasing GDP and exports, even if it increases unem-
ployment. This study's primary recommendation is that the Egyptian govern-

ment should focus more on the quality of FDI by attracting foreign projects 

that offer more job opportunities to the local labour force. 
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INTRODUCTION 

Unemployment, which exists when a person above a certain age is actively searching for a job but 

cannot find it (Sider, 1985), is considered one of the most challenging phenomena facing policymakers in 

developed and developing countries. Many theories have tried to explain this phenomenon's causes and 

consequences as it is one of the most critical priorities for decision-makers (Dutt et al., 2009). The unem-

ployment rate, "the number of unemployed persons in an age group, divided by the total number of the 

labour force," is the most widely used measure of unemployment (Choudhry et al., 2012). 
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On the other hand, FDI defined as an investment that involves ownership and effective management 

control in a business in one country by a firm based in another country (Chang and Rosenzweig, 2001), is 

considered one of the most easily detectable characteristics of the global economy (Agiomirgianakis et al., 

2003). It can affect unemployment in the host country by increasing job opportunities (Benmamoun and 

Lehnert, 2013), increasing workers' real wages and productivity (UNCTAD, 2010), diminishing income ine-

quality (Tung and Bentzen, 2022), and decreasing brain drain by preserving the labour inside the host 
country instead of allowing workers to migrate to another country. These trends become especially obvious 

when considering the brain drain connected with high-skilled workers and students seeking better oppor-

tunities in the external labour market after graduation (Oliinyk et al., 2022). 

This article investigates the impact of foreign direct investment on unemployment in Egypt using an-

nual time series data from 1976 to 2022 and a vector autoregressive model (VAR) with the Impulse re-

sponse function (IRF). The research questions can be summarized as follows: 

Q1: What is the impact of foreign direct investment shocks on Egypt's gross domestic product (GDP)? 

Q2: What is the impact of foreign direct investment shocks on the unemployment rate in Egypt? 

Q3: What is the impact of foreign direct investment shocks on inflation in Egypt? 

Q4: What is the impact of foreign direct investment shocks on exports in Egypt? 

 

Therefore, from the aforementioned research questions, we can formalize the research hypotheses as 

follows: 

H1: Foreign direct investment inflows increase the real GDP in Egypt. 

H2: Foreign direct investment inflows decrease the unemployment rate in Egypt. 

H3: Foreign direct investment inflows increase exports in Egypt. 

H4: Foreign direct investment inflows decrease inflation in Egypt. 

 

The rest of the study will be divided into the following sections. Section two reviews the recent literature 

and the method used to examine the relationship between foreign direct investment and unemployment. 

In section three, we present the research methods and define the data of our VAR model. We present the 

results of our analysis in section 4. Finally, we present the conclusions and recommendations to the poli-

cymakers in section five. 

 

 

1. LITERATURE REVIEW 

The debate between economists about the role of foreign direct investment in decreasing the unem-

ployment rate in host countries has not been resolved so far. According to Matthew and Johnson (2014), 

the empirical results are sensitive to the data type and model specifications. Some studies showed a pos-

itive effect of foreign direct investment in reducing the host country's unemployment rate (e.g., Irpan et 

al.,2016). On the contrary, some studies argue that FDI increases the host country's unemployment rate 

(Mkombe et al., 2021; Hudakova et al., 2020; Abdul Hadi et al. 2018). However, these patterns can be 

distorted under the influence of a high share of the informal economy, leading to the uncertain relationship 
between unemployment and official economic results (Remeikiene and Gaspareniene, 2021). 

Vacaflores (2011) found that FDI inflows positively impact employment generation in the host coun-

tries. Similarly, Adeyemi (2018) found a positive impact of foreign direct investment on employment crea-

tion in Nigeria. Kyalo (2019) examined the relationship between FDI flow, economic growth, and employ-

ment in Kenya. The study reported a positive effect of FDI on employment. Schmerer (2014) provided 

evidence that net foreign direct investment inflows reduce aggregate unemployment. Zeb et al. (2014) 

reported that FDI plays a vital role in unemployment reduction. Anakpo and Kollamparambil (2022) showed 

a negative correlation and unemployment in South Africa. 

On the contrary, Vasa and Angeloska (2020) found a weak correlation between foreign direct invest-

ment inflows and the unemployment rate. According to Garang et al. (2018), there is no statistical evidence 

to prove that foreign direct investment can significantly reduce unemployment. On the other hand, 

Mkombe et al. (2021) argued that foreign direct investment inflows significantly reduce unem-ployment. 
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Similarly, Ezzat (2019) reported that foreign direct investment increases the unemployment rate in Egypt 

in the short run, while there is no causal relationship between foreign direct investment (FDI) and unem-

ployment in the long run. Furthermore, According to Alalawneh and Nessa (2020), although foreign direct 

investment decreases the unemployment rate, the male and female unemployment rate, in the long run, 

there is no causal relationship between foreign direct investment (FDI) and the three types of unemploy-

ment in the short run.  
 

 

2. RESEARCH METHODS 
 

2.1. Data Structure and Variables 

To see how the unemployment rate reacts to a favorable foreign direct investment shock, we will use 

annual data from 1976 to 2022. We got this data from different sources, including the world bank, Egypt's 

central bank, and the international monetary fund. Table 1 presents the variables of the study. 

 
 
Table 1. Definition of variables of the study 

Variable Definition 

GDP Log (real gross domestic product). 

UNEMP The annual unemployment rate %. 

INF Inflation rate %. 

FDI The inflows of foreign direct investment (FDI) % GDP. 

EXP The exports of goods and services % GDP. 

Source: Authors 

 

 

Table 2 illustrates the descriptive statistics of each of our five variables. The mean represents the 

average value for each variable, and the median represents the middle value for each variable. In contrast, 

the maximum and minimum values show each variable's highest and lowest figures. The Jarque- Bera test 

statistic measures the difference between skewness and kurtosis from the normal distribution. The results 

show that all the variables except FDI follow the normal distribution at 1%,5%, and 10% significance levels. 

 

 
Table 2. Descriptive statistics 

 LRGDP UNEMP FDI INF EX 

      

 Mean  11.05666  8.757674  2.412842  11.77033  21.43147 

 Median  11.07054  8.950000  1.648692  11.17164  20.56852 

 Maximum  11.45659  13.15380  9.343527  29.50661  33.04299 

 Minimum  10.54475  2.570000 -0.204532  2.269757  10.34546 

 Std. Dev.  0.262470  2.848136  2.139862  6.109429  5.694323 

 Skewness -0.260346 -0.397031  1.744412  0.592674  0.323708 

 Kurtosis  1.984368  2.332647  5.794599  3.313583  2.154262 

      

 Jarque-Bera  2.279602  1.882814  34.96793  2.630924  1.985234 

 Probability  0.319883  0.390079  0.000000  0.268350  0.370606 

      

 Sum  464.3798  367.8223  101.3394  494.3539  900.1218 

 Sum Sq. Dev.  2.824501  332.5870  187.7393  1530.330  1329.438 

      

 Observations  44  44  44  44  44 

Source: Authors’ calculations 
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2.2 Methodology 

A five- variables vector autoregressive model (VAR) with the impulse response function will be ap-

plied to capture the short-run relationship. Following Sims (1980), the model can be represented as fol-

lows: 

𝑦𝑡 = 𝛽0  + 𝛽1𝑦𝑡−1 + ⋯ + 𝛽𝑚𝑦𝑡−𝑚 + 𝑢𝑡                   (1) 

Where: 

𝑦𝑡  is the set of endogenous variables. 

𝛽0 is the constant of the equation. 

𝑦𝑡 is the coefficient matrices. 

𝑡   is the time trend. 

𝑢𝑡  is to the stochastic error term of the model. 

 

The five variables of VAR models can be specified as follows: 

𝐺𝐷𝑃𝑡 = 𝜎 + ∑ 𝛽𝑖
𝑘
𝑖=1 𝐺𝐷𝑃𝑡−𝑖 + ∑ ∅𝑗

𝑘
𝑗=1 𝑈𝑁𝐸𝑀𝑃𝑡−𝑗 + ∑ 𝛿𝑚

𝑘
𝑚=1 𝐼𝑁𝐹𝑡−𝑚 + ∑ 𝛼𝐿

𝑘
𝐿=1 𝐹𝐷𝐼𝑡−𝐿 +

∑ ф𝑔
𝑘
𝐿=1 𝐸𝑋𝑃𝑡−𝑔 + 𝑢1𝑡           (2)      

 𝑈𝑁𝐸𝑀𝑃𝑡 = 𝑎 + ∑ 𝛽𝑖
𝑘
𝑖=1 𝐺𝐷𝑃𝑡−𝑖 + ∑ ∅𝑗

𝑘
𝑗=1 𝑈𝑁𝐸𝑀𝑃𝑡−𝑗 + ∑ 𝛿𝑚

𝑘
𝑚=1 𝐼𝑁𝐹𝑡−𝑚 + ∑ 𝛼𝐿

𝑘
𝐿=1 𝐹𝐷𝐼𝑡−𝐿 +

∑ ф𝑔
𝑘
𝐿=1 𝐸𝑋𝑃𝑡−𝑔𝑢2𝑡    (3) 

𝐼𝑁𝐹𝑡 = 𝑑 + ∑ 𝛽𝑖
𝑘
𝑖=1 𝐺𝐷𝑃𝑡−𝑖 + ∑ ∅𝑗

𝑘
𝑗=1 𝑈𝑁𝐸𝑀𝑃𝑡−𝑗 + ∑ 𝛿𝑚

𝑘
𝑚=1 𝐼𝑁𝐹𝑡−𝑚 + ∑ 𝛼𝐿

𝑘
𝐿=1 𝐹𝐷𝐼𝑡−𝐿 +

∑ ф𝑔
𝑘
𝐿=1 𝐸𝑋𝑃𝑡−𝑔 + 𝑢3𝑡           (4)  

𝐹𝐷𝐼𝑡 = 𝜒 + ∑ 𝛽𝑖
𝑘
𝑖=1 𝐺𝐷𝑃𝑡−𝑖 + ∑ ∅𝑗

𝑘
𝑗=1 𝑈𝑁𝐸𝑀𝑃𝑡−𝑗 + ∑ 𝛿𝑚

𝑘
𝑚=1 𝐼𝑁𝐹𝑡−𝑚 + ∑ 𝛼𝐿

𝑘
𝐿=1 𝐹𝐷𝐼𝑡−𝐿 +

∑ ф𝑔
𝑘
𝐿=1 𝐸𝑋𝑃𝑡−𝑔 + 𝑢4𝑡           (5)      

 𝐸𝑋𝑃𝑡 = 𝜆 + ∑ 𝛽𝑖
𝑘
𝑖=1 𝐺𝐷𝑃𝑡−𝑖 + ∑ ∅𝑗

𝑘
𝑗=1 𝑈𝑁𝐸𝑀𝑃𝑡−𝑗 + ∑ 𝛿𝑚

𝑘
𝑚=1 𝐼𝑁𝐹𝑡−𝑚 + ∑ 𝛼𝐿

𝑘
𝐿=1 𝐹𝐷𝐼𝑡−𝐿 +

∑ ф𝑔
𝑘
𝐿=1 𝐸𝑋𝑃𝑡−𝑔 + 𝑢5𝑡    (6) 

 

Then we set the variables using Cholesky ordering as follows: FDI, then UNEMP, LRGDP, EXP, and 

INF. 

 

 

2.3 Determination of the Stationary of Data  

We must ensure no unit root in each variable to avoid a spurious regression before running our VAR 

model (Newbold, 1974). Therefore, we apply the Augmented Dicky Fuller test (ADF) at a 5% significance 

level. Table 3 indicates the Augmented Dicky Fuller test with intercept. As we can see, all the variables at 

levels except EXP have a unit root, but after the first difference, they become stationary.  

 

 
Table 3. Augmented Dickey-Fuller test with intercept 

Variable P-value Unit Root Stationary 

LEVELS 

LRGDP 0.2173 YES NO 

UNEMP 0.2996 YES NO 

FDI 0.0222 YES NO 

INF 0.0178 YES NO 

EXP 0.0001 NO YES 

1st DIFFERENCE 

LRGDP 0.0025 NO YES 

UNEMP 0.0012 NO YES 
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FDI 0.0000 NO YES 

INF 0.0000 NO YES 

EXP 0.0007 NO YES 

2nd DIFFERENCE  

LRGDP 0.0000 NO YES 

UNEMP 0.0000 NO YES 

FDI 0.0000 NO YES 

INF 0.0000 NO YES 

EXP 0.0000 NO YES 

Source: Authors’ calculations 

 

 

Table 4 shows the Augmented Dicky Fuller (ADF) test with the trend and intercept. As the results show, 

all the variables except EXP were not stationary at levels. After taking the first difference, only FDI, INF, and 

EXP became stationary. Nevertheless, after taking the second difference, all the variables became station-

ary. 

 

 
Table 4. Augmented Dickey-Fuller test with the trend and intercept 

Variable P-value Unit root Stationary 

LEVELS 

LRGDP 0.2170 YES NO 

UNEP 0.0535 YES NO 

FDI 0.0910 YES NO 

INF 0.0612 YES NO 

EXP 0.0010 NO YES 

1st  DIFFERENCE 

LRGDP 0.1797 YES NO 

UNEMP 0.6836 YES NO 

FDI 0.0001 NO YES 

INF 0.0000 NO YES 

EXP 0.0049 NO YES 

2nd DIFFERENCE 

LRGDP 0.0000 NO YES 

UNEMP 0.0000 NO YES 

FDI 0.0000 NO YES 

INF 0.0000 NO YES 

EXP 0.0000 NO YES 

Source: Authors’ calculations 

 

 

Table 5 shows the Augmented Dicky Fuller (ADF) test with no trend and intercept. As the results show, 

all the variables were not stationary at levels. However, when we took the first difference, all the variables 

except LRGDP became stationary. Nevertheless, after the second difference, all the variables became sta-

tionary. 
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Table 5. Augmented Dickey-Fuller test with no trend and intercept 

Variable P-value Unit root Stationary 

LEVELS 

LRGDP 0.9998 YES NO 

UNEMP 0.8211 YES NO 

FDI 0.0767 YES NO 

INF 0.5559 YES NO 

EXP 0.5222 YES NO 

1st  DIFFERENCE 

LRGDP 0.1025 YES NO 

UNEMP 0.0000 NO YES 

FDI 0.0000 NO YES 

INF 0.0000 NO YES 

EXP 0.0000 NO YES 

2nd DIFFERENCE 

LRGDP 0.0000 NO YES 

UNEMP 0.0000 NO YES 

FDI 0.0000 NO YES 

INF 0.0000 NO YES 

EXP 0.0000 NO YES 

Source: Authors’ calculations. 

 

 

2.4 The lag selection criterion 

The FPE, AIC, and HQ lag selection criterion tests suggest using the VAR model with one lag, as is 

shown in Table 6. 

 

 
Table 6. Lag selection criterion test  

       
       

Lag LogL LR FPE AIC SC HQ 

              
0 -379.3942 NA 420.7120 20.23127 20.44675 20.30794 

1 -172.4484 348.5402* 0.029573* 10.65518 11.94801* 11.11516* 

2 -147.0037 36.15832 0.031041 10.63177* 13.00196 11.47507 

Source: Authors’ calculations. 

 

 

2.5 Diagnostic tests of the VAR model 

The diagnostic tests are shown in Table 7. As we can see, our model's validity is ensured since it 

does not suffer from serial correlation, Heteroskedasticity, stability, and normality issues. 

 

 

  



 181 

Table 7. Diagnostic tests for the VAR model 

Diagnostic test Test statistic P-value 

Residual Serial Correlation LM Test 3.998477 0.4062 

Residual Heteroskedasticity Test 4.712814 0.3181 

Normality Test (Jargue-Bera) 
0.765323 

 

0.713437 

 

Stability Test 

 
The model is stable No roots outside the unit circle 

Source: Authors’ calculations. 

 

 

3. INTERPRETATION OF THE EMPIRICAL RESULTS 

Figure 1 shows the response of variables to a one standard deviation shock to FDI. According to Chole-

sky's ordering, we presented the following variables: UNEMP, FDI, LRGDP, EXP, and finally, INF. Looking at 

the first panel, we can see that a one standard deviation shock to FDI decreases the unemployment rate 

until we reach period two at the earlier stages. After that, it remained constant until we reached period 

three. After that, it started to increase. Therefore, we can conclude that FDI increases unemployment. This 

result is consistent with Ezzat (2019) but inconsistent with the findings of Alalawneh and Nessa (2020). 

Looking at the second panel, foreign direct investment responds negatively to a one-standard devia-

tion shock. The third panel shows a positive gross domestic product (GDP) response to a one standard 

deviation shock to foreign direct investment. Finally, the fourth panel shows that exports respond positively 

to a one standard deviation shock to the foreign direct investment at the earlier stage until we reach period 

two. After that, it remained constant until period three. After that, it decreased until we got period nine and 

remained stable. Furthermore, we can conclude that FDI has a favorable impact on exports. 

When we move to the fifth panel, we can see that inflation responds positively to a one standard 

deviation shock to the foreign direct investment at the earlier stages until we reach period two. After that, 

it remained constant until period three. After that, it continued to decrease. Therefore, we can conclude 

that FDI decreases inflation. 
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Figure 1. Impulse response functions 

Source:    Authors’ calculations 

 

 

CONCLUSION 

The Egyptian labour market has faced many challenges over the past three decades. The high unem-

ployment rate is one of the most critical issues (Assaad and Crafft, 2018). From another perspective, it 

has been argued that Foreign direct investment (FDI) inflows can play an essential role in decreasing un-

employment in the host country (Benmamoun and Lehnert, 2013). The study investigates the effect of 

foreign direct investment (FDI) inflows on the unemployment rate in Egypt. Annual time-series data from 

1976 - 2022 were used. The vector autoregressive model (VAR) with the impulse response function (IRF) 

was employed to capture the short-run relationship between the variables. The results showed that FDI is 

essential in decreasing inflation and increasing GDP and exports. Nevertheless, it increases unemploy-

ment. This study's primary recommendation is that the Egyptian government concentrate on the quality of 

foreign direct investment inflows by attracting foreign projects that offer more job opportunities to the local 

labour force.  
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 This study focuses on examining the impact of ESG (Environmental, Social, 
and Governance) compliance on firm cash holdings and explores the various 

channels through which ESG compliance affects these holdings. The analysis 
is conducted using data from the United States. The results of our investiga-

tion reveal that firms operating in regions with high ESG compliance exhibit 
significantly lower levels of cash holdings compared to firms operating in re-

gions with low ESG compliance. This finding suggests that ESG compliance 
has a negative effect on cash holdings. Furthermore, our study delves into 

the mechanisms through which ESG compliance influences cash holdings. 
We find that financial constraints and financial reporting quality serve as 

channels through which ESG compliance reduces cash holdings. In contrast, 
ESG compliance increases cash holdings through the channels of idiosyn-

cratic and systematic risk. Additionally, our research highlights that the im-
pact of ESG compliance on cash holdings is more pronounced in firms oper-

ating in regions with lower ESG compliance. This finding implies that firms in 
regions with weaker ESG compliance are more sensitive to the effects of ESG 

practices on their cash management decisions. To address potential endoge-
neity concerns and enhance the robustness of our findings, we employ the 

2SLS (Two-Stage Least Squares) and GMM (Generalized Method of Mo-
ments) cluster regression analysis techniques. Overall, the findings of this 

study suggest that ESG compliance plays a crucial role in determining the 
optimal level of cash holdings for firms. By understanding the impact of ESG 

compliance on cash management, firms can make informed decisions re-
garding their financial strategies and align them with their sustainability 

goals. 

 
JEL classification: G30, M14, O16 

 
DOI: 10.14254/1800-5845/2024.20-1.17 

 
 

Keywords:  

Cash holding,  

ESG compliance,  
Channels of cash holdings. 

 

 

 

  

 
 

ELIT  
Economic Laboratory Transition 

Research Podgorica 

Montenegrin Journal of Economics 
 

For citation: 
Habib, A., Khan, M.A., Popp, J., Tangl, A. (2024), “Does ESG Compliance Manipulate 

the Different Channels of Cash Holding?”, Montenegrin Journal of Economics,  
Vol. 20, No. 1, pp. 185-196. 

 



  186 

INTRODUCTION 

In this study, we explore whether environmental, social, and governance practices impact firm cash 

holding. We also highlight and analyze the different channels like financial restrictions face by a firm to 

finance externally, quality of financial reporting to address the stakeholders, firm risk integrated with mar-

ket (Lu et al., 2017), and firm specific risk through which ESG compliance may describe the corporate cash 

holding level. ESG disclosure refers to the environmental, social, and governance practices adopted by a 

firm to meet the ethical and legal requirements of all its stakeholders (Husted & de Sousa-Filho, 2019).  

The existing corporate literature has extensively examined the association of firm value, investment 

and board size (Aboud & Diab, 2019; Yu et al., 2018). We identify and test how ESG compliance explain 

the cash holding level of the firms operating in different geographical regions. The extant amount of cash 
holding for firms operating in different geographic locations has been growing significantly over the period 

(Palkar et al., 2020). The basic question is why firms hold more cash, despite agency and opportunity costs 

aligned with holding cash. The extant research studies investigate the financial and non-financial conse-

quences of cash holding on firm performance (Lu et al., 2017). This study contributes to the extant litera-

ture by investigating the role of ESG disclosures in corporate cash holding, an important aspect that is not 

filled by the existing literature.  

Cash holding theories like transaction motive, precautionary motive and agency motive  explain the 

purpose of hoarding cash, but do not take into account the influence of ESG disclosures on firm cash 

holding which may outline several motives for firm cash holding (Lu et al., 2017). ESG compliance is char-

acterized by informal obligations to invest in social welfare and long-term growth for all stakeholders 

(Devinney et al., 2013). Firms that adopt ESG compliance have superior governance practices, more care 

about the environment and sustainable growth, stable earnings, and lower costs to finance externally (Kha-

lid et al., 2022; Oliinyk et al., 2023). Correlating the concept of ESG disclosures with the motive for hoard-

ing cash as discussed above is essential for long-term sustainability.     

Firms from high ESG compliance regions are expected to actively engage in the welfare of society and 

environmental protection by offering a high degree of philanthropy, devoting society caring attitude, and 

developing mutual trust for all stakeholders (Mishchuk et al., 2023). The firms operating in high ESG com-

pliance regions are characterized by establishing a stable mechanism to share information (Jones et al., 

2018). It is perceived that firms operating in high ESG compliance regions are more socially responsible 

and trustworthy, allowing firms to finance externally at a lower cost, thereby reducing the demand for higher 

cash holding (Cheng et al., 2014; Zeman and  Lentner, 2018). This perception is associated with the pre-

cautionary motive of cash holding. The existing literature also finds that a firm strong and reliable network 

with stakeholder support reduces idiosyncratic and market risk, which reduces the demand for a high level 

of cash holding. The notion that firms in high ESG compliance regions maintain lower cash holding can 

also be linked with agency motive (Jones et al., 2018). 

The above discussion does not highlight the potential sources of ESG disclosures which can reduce 

the firm need for more cash holding. This study identifies and reveals four channels through which ESG 

compliance may influence cash holding. These channels are financial constraints, financial reporting qual-

ity, systematic risk, and idiosyncratic risk (Cheng et al., 2014). Firms that face more financial constraints 
in raising finance outside need more cash than a firm with less financial constraints to finance externally 

(Martínez-Sola et al., 2013).  With respect of quality of financial reporting, existing studies explain that 

quality of financial reporting assists to overcome the negative influence of information asymmetries and 

adverse selection costs, permitting firms to set lower level of cash holding (Drobetz et al., 2010). Regarding 

the systematic risk of firm cash holding, recent research finds that ESG compliance overcome the firms’ 

volatility to systematic risk (Harford et al., 2014).  ESG compliance helps firms' to develop and promote 

the valuable relationship with stakeholders, and protect the firm from firm systematic risk.  
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1. LITERATURE REVIEW AND HYPOTHESIS DEVELOPMENT  

Firm ESG compliance is formal and informal engagement to protect the environment, increase invest-

ment in corporate social activities for the welfare of society and implement the governance standards to 

protect the stake of all stakeholders (Cayón & Gutierrez, 2021; He et al., 2022).  In respect of the benefits-

cost analysis of accumulating cash, we expect that firms operating in high ESG compliance regions main-

tain lower cash balancing (Karpoff, 2021). Cash holding firms have the benefits to invest in positive NPV 

projects and reduce the uncertainty of agency cost of capital. However, cash-holding benefits are lower for 

firms operating in high ESG compliance region (Feng & Wu, 2021). Because, firms from high ESG regions 

have less chance of financial distress and low financial constraints since high ESG compliance region 

stakeholders have mutual trust, one implication of which could be fund providers have trust in the utiliza-
tion of fund management (Zhai et al., 2022).  

Firms from high ESG compliance regions have also faced lower idiosyncratic and systematic risk be-

cause of insurance-like firms' strong network of relationships with key stakeholders at all levels of the 

organization (Indahl & Jacobsen, 2019). Hence, high ESG compliance region firms do not need to hoard 

more cash against adverse shocks (Chay et al., 2015). Therefore, cash holding for both transaction and 

precautionary are less for firms in the high ESG compliance regions, we propose the first hypothesis. 

Hypothesis 1: Firms operating in high (low) ESG compliance regions need to maintain lower less 

(higher) cash balances. 

We categorize and examine the four possible channels like financial constraints, financial reporting 

quality, systematic risk, and idiosyncratic risk through which ESG compliance can affect cash holding (Feng 

& Wu, 2021). Numerous studies document that firms face strict financial constrains hoard more cash 

(Hasan et al., 2022). Conversely, firms operating in high ESG compliance regions can finance externally at 

a reasonable cost (Cheng et al., 2014). Because, the implementation of ESG compliance improves its 

relationship with customers, market acceptance, societal values, and dense social network help the firms 

to finance externally at lower cost and reduce the need for more cash holding (Feng & Wu, 2021; Mishchuk 

et al., 2023). Managers expect that ESG compliance works as an instrument to reduce the negative affect 

of agency problem in debt financing, and reduce the financing cost (Karpoff, 2021). Further, it is affirmed 

by the existing studies that financial institutions, an essential source of capital, increase the cost of debt 

financing by anticipation of risk on additional borrowing (Reber et al., 2022). Since ESG compliance re-

duces the firm financial constraints and needs for less cash holding, we propose the second hypothesis. 

Hypothesis 2A: Firms operating in high ESG compliance regions perceive to face less-financial con-

straints and tend to hold lower cash holding.  

Concerning the quality of financing reporting with respect of firm cash holding, it can be presumed 

that firms set the quality of financial reporting maintain the lower cash holding than the firms have poor 

financial reporting (Al-Najjar, 2013; Santos et al., 2021). Further, standardized financial statements over-

come the adverse shocks of moral hazards and adverse selection, permitting firms to hold less-cash. Fur-

ther, (Martínez-Sola et al., 2013) find that cash holding promotes the adverse relationship with quality of 

financial reporting. Prior research studies find that corporate philanthropic norms, strong social networks, 

establishment of more civil, societal and political norms (Cheng et al., 2014), environment transparency, 
better collaboration and information sharing in high ESG compliance regions induce the managers to im-

prove the quality of financing reporting (Irwandi & Pamungkas, 2020). Hence, we propose our next hypoth-

esis.  

Hypothesis 2B: Firms operating in high ESG compliance regions produce quality financial reporting 

and tend to hold less cash. 

We argue that ESG compliance affects the level of cash holding through the channel of systematic risk 

(Reber et al., 2022). We perceive that firms operating in high ESG compliance regions have lower system-

atic risk (Hasan et al., 2022). This has been argued on the perception that, capital providers choose firms 

that have high environmental, social, and governance characteristics categorized by mutual trust, dense 

norms (Harford et al., 2014), and networks, which firms make more capable to sustain the economic shock 

and therefore, endure the systematic risk (Khalid et al., 2022). Research studies report competing views 
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regarding the firm cash holding influenced by the systematic risk. Firstly, the firms have lower systematic 

risk may hold less-cash because it reduces the need for more cash balances for transaction motives (Jones 

et al., 2018). In sum, ESG compliance decreases the systematic risk, which may positively or negatively 

affect the firm cash holding. Therefore, our next hypothesis 

Hypothesis 2C: Firms operating in high ESG compliance regions tend to have lower systematic risk 

and this may affect the firm cash balances. 

Finally, ESG compliance influences the firm cash balances through the channel of idiosyncratic risk. 

Firms obligating norms and strong relations with high ESG compliance regions make the firms less risky to 

tolerate financial shocks and unstable cash flows (Harford et al., 2014), which reduce the effect of idio-

syncratic risk (Azis et al., 2021) and positively affect the competitiveness (Gallardo-Vázquez & Lizcano-

Álvarez, 2020). Research studies explain that firms face more idiosyncratic risk and need to hold more 

cash (Reber et al., 2022). However, firms operating in high ESG compliance regions are perceived to have 

low idiosyncratic risk, because these firms need a lower level of cash to meet the precautionary motives 

(Azis et al., 2021).  

Hypothesis 2D: Firms operating in high ESG compliance regions have lower idiosyncratic risk and this 

may affect the level of cash holding.  

 

        

2. RESEARCH DESIGN  

ESG compliance and Cash Holding  

By following the (Cheng et al., 2014) hypothesis 1 is tested by using the following regression equation. 

1. Cash Holding𝑖𝑡  = C + β1ESG𝑖𝑡 + β2(SIZE𝑖𝑡) +  β3WC𝑖𝑡 +  β4CAPX,𝑡 +  β5LEV𝑖𝑡 +  β7OCF𝑖𝑡 +

 β8Industry FE𝑖𝑡 +  β9Year FE𝑖𝑡 +  Country FEi + 𝜇𝑖𝑡  

  

 

2.1 Dependent Variable  

This study uses three measures of cash holding. First, cash holding is calculated by the logarithm of 

cash and marketable securities divided by total assets (LN Cash holding). Following the (Khalid et al., 

2022), we take the logarithmic one plus ratio of Cash to Net Asset Ratio (Cash holding/NA). We also use 

the cash to net assets and marketable securities divided by total assets (Cash holding/ TA).  

 

 

2.2 Independent Variable 

We use the ESG compliance score to examine the impact of ESG on firm cash holding. The ESG score 

0 to 100 is used to rank the firms from lowest to highest (Reber et al., 2022). We also use the overall 

Environmental Score to find the sensitivity of the ENT Score to cash holding as very few ENT compliances 

are constructed in the area of environmental, social, and governance (He et al., 2022).  The study also 

adds the set of control variables like Size (SIZ) Net Working Capital (NWC), Capital Expenditure (EXP), Lev-

erage (LEV), Dividend (DIV) and Operating Cash Flows (OCF) to find the most robust results of ESG compli-

ance and cash holding. 

The following econometric models are applied to reveal the direct and indirect (through FC, FRQ, BETA, 

and IRV) effects of ESG compliance on cash holding.  

2. Cash Holding𝑖𝑡 =  𝐶 +  β1FC𝑖𝑡  +  β2FRQ𝑖𝑡  +  β3Beta𝑖𝑡  + β4IDR𝑖𝑡  + β5ESG𝑖𝑡 + β6Control𝑖𝑡  +
 𝜇𝑖𝑡 

The model-2 is exhibits how the different channels like firms ability to finance externally, quality of 

financial reporting, market risk and firm specific risk affect cash holding (Azis et al., 2021). The ESG com-

pliance in model 2 uses to investigate the direct effect of ESG compliance on cash holding. Models 3 to 6 
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are used to find how ESG compliance manipulates the different channels of cash holding (Devinney et al., 

2013). 

3. FC𝑖𝑡         =    𝛼 +  β1ESG  + β2Control𝑖𝑡  + 𝜇𝑖𝑡 

4. FRQ𝑖𝑡      =    𝛼 + β1ESG  +  β2Control𝑖𝑡   + 𝜇𝑖𝑡 

5. Beta𝑖𝑡     =    𝛼  + β1ESG  +  β2Control𝑖𝑡  + 𝜇𝑖𝑡  

6. IDR𝑖𝑡       =   𝛼  +  β1ESG +  β2Control𝑖𝑡  + 𝜇𝑖𝑡 

 

Following the (Harford et al., 2014) method of forecasting used to measure the FC, (Drobetz et al., 
2010) discretionary accruals model is used for FRQ. Similarly, Beta and IRV are measured by following the 

(Husted & de Sousa-Filho, 2019). The 2SLS simultaneous equation model uses to probe the above matter 

by controlling the endogeneity problem.  

 

 

2.4 Sample and Industry Selection 

The Bloomberg database is chosen to extract the firm-level data from 2013 to 2021 of firms operating 

in the United States of America (USA). We start the sample period from 2013 as very few ESG compliance 

activities are implemented before this.  This study extracts the ESG compliance data from Bloomberg Ter-

minal and Sustainalytics databases. We collected the 611 firms' data after excluding the firms that have 

incomplete information (Aboud & Diab, 2019).  

 

 
Table 1. Sample and summary statistics  

Panel 1. Sample Selection   

Yearly observations of firms from 2013-2021  290216 

Less yearly observations of financial industry  90695 

Less yearly observation of regulated industry   15644 

Less firms do not incorporate in USA 65812 

Yearly observations matching with ESG Compliance 118065 

Less firms do not match with ESG Compliance and ESG Score 35570 

Less firms incomplete data of control variables and not match 14670 

Final sample to analyze the cash holding with ESG Compliance 76825 

  

 

The most environmental influential industries like Oil & Gas Extraction, Mining (Except Oil & Gas), Au-

tomobiles, Energy, Plastic, Chemical, Furniture, Food Manufacturing, Textile Companies, Wood Product 

Manufacturing, and Tobacco have been chosen to examine the influence of ESG compliance on firms cash 

holding (Feng & Wu, 2021).   
 

 

3. RESULTS AND DISCUSSION  
 

3.1 Descriptive Statistics 

The descriptive statistics of variables show in table 2A to probe the matter discuss above in detail. The 

mean and medium values of, LN-Cash holding (mean: 0.311 and medium:0.173), Cash holding/NA (mean: 

0.342 and medium: 0.142), and Cash holding/TA (mean: 0.294 and medium: 0.121) respectively exhibit 

that dependent variable is normally distributed (Harford et al., 2014). The mean value of the ESG Score 

(3.452) and its median value (1.332), the mean of the ENT score (1.874) (Aboud & Diab, 2019) and its 
median value (1.097) respectively explain that our main independent variable data is distributed smoothly 

with lower standard deviation (Hasan et al., 2022). Similarly, the channel variables like FC, F-FRQ, Beta, 

and IDR datasets are distributed normally with lower standard deviation from their average.  
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Table 2.A. Descriptive Statistics  

Variables Observations Mean Median St. Dev 

LN-Cash holding 76825 0.311 0.173 0.332 

Cash holding /NA 76825 0.342 0.142 0.294 

Cash holding/TA 76825 0.243 0.121 0.275 

ESG Score 76825 3.452 1.332 2.541 

ENT Score 76825 1.874 1.097 1.441 

SIZE 76825 3.875 4.653 2.645 

NWC 76825 -0.745 0.043 1.764 

CXP 76825 0.098 0.054 0.142 

LEV 76825 0.421 0.183 1.143 

DIV 76825 0.076 0.032 0.245 

OCF 76825 -0.174 0.064 0.953 

Source: own 

 

The distribution of cash holding and ESG compliance at the state level are shown in Table 2B. The 

distribution of data indicates that 40% of the population is from the three states California, New York, and 

Texas respectively (Zhai et al., 2022). The results represent that firms from high ESG compliance regions 

hold less cash except in some cases. However, significant variations were found in the state-level distribu-

tion of cash holding and ESG compliance (Lu et al., 2017). 

Table 2C reports the one-sample t-test of the mean difference between high and low ESG compliance 

regions. The results explain that LN Cash holding, Cash holding/NA and Cash holding/ TA results are sig-

nificantly lower for high ESG compliance states (Zhai et al., 2022). The firms from high ESG compliance 

states have better quality financial reports, lower financial constraints, and less systematic and idiosyn-

cratic risks than the lower ESG compliance states (Husted & de Sousa-Filho, 2019). 

 

 
Table 2B. Regional Distribution of Cash Holding and ESG Compliance  

States Obsers 
Log-

Cash 
ESG Score 

ENT 

Score 
States Obsers 

Log-

Cash 

ESG 

Score 

ENT 

Score 

AL 388 0.16 2.46 1.34 NC 1204 0.22  1.76 1.32 

AR 270 0.12 2.41 1.08 NE 180 0.23  1.24 1.11 

AZ 1180 0.25 1.44 1.65 ND 440 0.21  1.56 1.45 

CA 13680 0.46 2.78 2.09 NH 354 0.25  1.96 1.78 

CO 2326 0.27  2.78 2.77 NJ 3550 0.32  2.08 1.65 

CT 1590 0.26  2.44 1.43 NM 221 0.26  2.67 1.13 

DE 288 0.28  1.02 1.02 NV 1180 0.25  2.55 1.43 

FL 3256 0.24  1.77 2.06 NY 6855 0.28  2.44 1.04 

GA 1488 0.24  1.95 2.66 OH 1990 0.12  2.55 1.44 

IA 346 0.19 2.55 2.21 OK 574 0.09  2.76 1.65 

ID 282 0.17 2.77 2.44 OR 644 0.27 1.45 1.83 

IL 2106 0.19  2.77 1.09 PA 2475 0.25  2.31 1.89 

IN 724 0.17  2.78 1.11 RI 198 0.27  2.55 1.12 

KS 398 0.18  3.09 1.14 SC 332 0.16  2.01 0.98 

KY 432 0.13  1.88 1.52 SD 87 0.19  0.66 1.23 

LA 496 0.11  2.08 1.88 TN 6804 0.14  1.72 1.98 

MA 3687 0.47  2.11 1.78 TX 6611 0.18  2.23 1.56 

MD 1081 0.49  1.99 1.05 UT 893 0.32  2.88 0.76 

ME 188 0.39  1.67 1.03 VA 1317 0.24  2.67 1.06 

MI 1224 0.25  1.98 1.87 VT 84 0.14  2.31 1.11 

MN 1994 0.29 2.32 1.23 WA 1580 0.42  2.43 1.43 

MO 524 0.18  2.55 1.32 WI 798 0.15  1.89 1.32 

MS 251 0.14  3.09 1.54 WV 90 0.15  1.32 1.02 

MT 184 0.22  2.67 1.75 WY 165 0.16  1.34 1.33 

 Source: own 
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Table 2C. Univariate Test  

Variables ESG >= Median ESG <= Median 
T-test of difference 

in mean 

LN-Cash holding 0.23 0.29 10.78*** 

Cash holding/NA 0.29 0.36 13.42*** 

Cash holding/TA 0.19 0.23 9.30*** 

SIZE 4.67 4.56 13.56*** 

NWC -0.28 -0.54 11.53*** 

CXP 0.09 0.12 9.07*** 

LEV 0.39 0.44 7.42*** 

DIV 0.12 0.07 15.69*** 

OCF -0.11 -0.19 12.22*** 

FC -3.08 -2.81 17.04*** 

FRQ 0.07 0.11 11.32*** 

Beta 0.89 0.93 8.03*** 

IDR 0.32 0.34 10.12*** 

Source: own 

*** significant at 1%, ** significant at 5%, * significant at 10% 

 

3.3 Cluster Regression Analysis 

Table 3 shows the results of cluster regression analysis of ESG compliance and cash holding by con-

trolling the firms' specific characteristics like industry and year affect. We formulate the hypothesis that 

firms from the high ESG compliance region hold less cash and verify the hypothesis with the support of LN-

cash holding, Cash holding/NA, (Hasan et al., 2022) and Cash holding/TA as a measure of cash holding 

(Jones et al., 2018).  

The findings explain that both ESG Score (-0.007) and ENT Score (-0.005) significantly negatively affect 

the first measure of LN-Cash holding(Reber et al., 2022). The ESG Score (-0.007) and ENT score (-0.004) 

also significantly negatively affect our second version of cash holding like Cash holding/NA (Khalid et al., 

2022). Similarly, the third version of cash holding, Cash holding/TA is negatively affected by the ESG Score 

(-0.005) and ENT score (0.003) (Feng & Wu, 2021). The results explain that a one percent change in ESG 

compliance brings a negative (-0.007) change in cash holding. The ESG compliance on cash holding indi-

cates that firm investment for the solution of societal issues allows maintaining the lower cash holding. 

The firm's engagement in ESG compliance supports generating funds externally with lower financing costs.  

 
Table 3. Cluster Regression Analysis of ESG Compliance and Cash Holdings 

Depet/ 

Indept  Var 
Log Cash holding Cash holding/NA Cash holding/TA 

 Coefficient T VIF Coefficient T VIF Coefficient T VIF 

ESG Score -0.007*** 2.42 1.79 -0.007*** 2.45 1.82 -0.005*** 2.46 1.84 

ENT Score -0.005*** 2.37 1.85 -0.004*** 2.39 1.87 -0.003*** 2.38 1.92 

SIZE -0.034*** 2.54 1.67 -0.032*** 2.59 1.73 -0.023*** 2.65 1.69 

NWC -0.025*** 2.41 1.89 -0.024*** 2.36 1.93 -0.041*** 2.39 1.94 

CXP 0.083*** 2.19 1.83 0.072*** 2.26 1.85 0.043*** 2.34 1.85 

LEV -0.063** 2.61 1.92 -0.062*** 2.69 1.98 -0.043*** 2.73 1.82 

DIV -0.003** 2.42 1.77 -0.004**** 2.45 1.78 -0.003** 2.47 1.71 

OCF -0.005*** 2.34 1.76 -0.004*** 2.41 1.69 -0.002*** 2.40 1.63 

Industry 0.013*** 2.89 1.18 0.012*** 2.87 1.22 0.014*** 2.93 1.32 

Yearly 0.004*** 2.45 1.27 0.003*** 2.38 1.31 0.001*** 2.61 1.41 

R-Square 0.33   0.36   0.29   

 Source: own 
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*** significant at 1%, ** significant at 5%, * significant at 10% 

  

 

The priors' literature also finds that increases investment in CSR projects, application of governance 

policies, and stakeholders' ownership reduce the firm's financial constraints to finance externally (Root & 

Yung, 2022). Because of the transaction motive of cash holding, the results guide that ESG compliance 

firms do not need retain more cash due to the lower risk of finance externally at a reasonable cost (Azis et 

al., 2021). The firms also reduce the risk of adverse market sock to implement ESG compliance and need 

lower cash holding to deal with the precautionary motives of cash holding (Azis et al., 2021). The results 

are also consistent with prior studies that firms' engagements with key stakeholders provide insurance to 

cope the idiosyncratic risk, external market shocks, and risk of financial distress, and it reduces the need 

of hoarding more cash (Azis et al., 2021). The control variables SIZE (-0.032) NWC (-0.024), CXP (0.072) 

LEV (-0.062) DIV (-0.004), and OCF (-0.004) also significantly affect the dependent variables cash holding 
(Feng & Wu, 2021). 

 

 

3.4 Direct and Indirect Effect of ESG Compliance on Cash Holding 

Table 4A presents the results estimated under GMM regression to investigate the direct effect of ESG 
compliance and channels through which ESG compliance affects the cash holding by using equations 2 to 

6 (Miller & Orr, 1966).  We find that the first warrants of ESG compliance like ESG Score on cash holding 

(LN Cash holding: -0.043) significantly negatively affect the cash holding (Aboud & Diab, 2019). Similarly, 

the cash holding (LN Cash holding: -0.054) is significantly negatively affected by our second warrant of 

ESG compliance like ENT Score (Yu et al., 2018). 

The channels of cash holding like FC (LN Cash holding: 0.084) and FRQ (LN Cash holding: 0.122) 

significantly positive affect the cash holding (Hasan et al., 2022). While, the remaining two channels like 

systematic risk, Beta (LN Cash holding; -0.110) (Karpoff, 2021) and idiosyncratic risk, IDR (LN Cash hold-

ing; -0.131) are significantly negatively affect cash holding (Reber et al., 2022).  

 

 
Table 4A. Direct and Indirect Effect of ESG 

Depet/ 

Indept Var 
LN Cash Holding 

Financial Con-

straints 
FRQ Beta IDR 

FC 0.084***     

FRQ 0.122***     

Beta -0.110***     

IDR -0.131***     

ESG Index -0.043*** -0.027*** -0.003*** -0.035*** -0.013*** 

ESG Score -0.054*** -0.018*** -0.001*** -0.031*** -0.029*** 

SIZE -0.024*** -0.051*** -0.042*** -0.081** -0.002*** 

NWC -0.031*** -0.001*** -0.031** -0.040*** -0.021** 

CXP 0.063*** -0.061*** 0.003** -0.043* -0.062** 

LEV -0.073*** -0.053*** 0.033*** 0.081** 0.113*** 

DIV -0.002** -0.002*** 0.007** -0.031*** -0.022*** 

OCF -0.004** -0.022*** -0.132*** -0.062*** -0.071*** 

Industry 0.015*** 0.001** 0.004*** 0.041*** 0.051*** 

Yearly 0.003** 0.004*** 0.006** 0.004*** 0.002** 

R-Square 0.33 0.25 0.21 0.28 0.24 

Source: own 

*** significant at 1%, ** significant at 5%, * significant at 10%    
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Whereas, through indirect effect, both versions of ESG compliance like ESG Score (FC: 0.027, FRQ: -

0.003, Beta: -0.035, and IDR: -0.013) and ENT Score (FC: -0.018, FRQ: -0.001, Beta: -0.031, and IDR: -

0.029) significantly negatively affect the cash holding Husted and de Sousa-Filho (2019). The findings are 

similar with the prior studies Karpoff (2021), and (Azis et al., 2021).The significant indirect effect of ESG 

compliance (through channels of cash holding)  on cash holding explains that environment-sensitive in-

dustries maintain a lower level of cash holding to get the confidence of stakeholders by investing in projects 
that are helpful to protect the environment (Khalid et al., 2022), assist to solve the societal issues and 

support to implement the governance policies. The investment in ESG compliance projects helps the firms 

finance from the government and open financial markets at favorable terms and conditions to meet its 

transaction and precautionary motive (Chay et al., 2015).     

 The results of hypothesis testing through different channels of cash holding are shown in Table 4B. The 

results indicate that the indirect effect of ESG compliance through FC (-0.004, -0.003 and -0.001), FRQ (-

0.043, -0.041 and -0.032), Beta (0.033, 0.031 and 0.022) and IDR (0.024, 0.022 and 0.031) on cash 

holding (He et al., 2022). The results explain the importance of incorporating the indirect effect of ESG 

compliance in assessing the effects of ESG compliance on firm cash holding (Subramaniam et al., 2011). 

 

 
Table 4B. Test of Direct and Indirect Effect of ESG Compliance 
 

 

Source: own 

*** significant at 1%, ** significant at 5%, * significant at 10% 

 

 

CONCLUSION 

This study examines the association of cash holding with ESG compliance by considering the channels 

of cash holding. We highlight that stockholders and financial intermediary’s concept ESG compliance es-

tablish an obliging framework that diminishes the managers' opportunities to use cash holding. This per-

mits the firms operating in high ESG compliance regions can finance externally at lower cost, which reduces 

the need for more cash holding. Consistent with our proposed hypotheses, findings indicate that firms 

operating in high ESG compliance regions need a lower level of cash holding than the firms operating in 

lower ESG compliance regions. We also reveal that ESG compliance manipulates the negative influence of 

financial constraints and financial reporting quality on firm cash holding. While we also investigate that 

ESG compliance positively affects cash holding through idiosyncratic and systematic risk channels.  

The findings contribute to the existing literature that analyzes the influence of ESG on corporate cash-

holding behavior. Till now, only small number studies analyzed the effect of ESG compliance on corporate 
cash holding. We organized two different streams of literature on ESG compliance and corporate cash 

holdings and modify the traditional debate on corporate cash holding level. The increasing trends in cor-

porate cash holding and its opportunity cost, it make more important to investigate the determinants and 

different channels of cash holding. The findings of this study show that ESG compliance is a pathway that 

permits the corporate sector to minimize the cash balances. Generally, this study contributes to under-

standing how corporate social engagement affects the firm operating behavior.  

Variables LN Cash holding Cash holding/ NA Cash holding/TA 

Direct Effect  -0.034*** -0.064*** 

ESG Index -0.043*** -0.043*** -0.023*** 

ESG Score -0.054***   

Indirect Effect    

FC -0.004*** -0.003*** -0.001*** 

FRQ -0.043** -0.041** -0.032*** 

Beta 0.033*** 0.031*** 0.022*** 

IDR 0.024** 0.022*** 0.031** 
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We set the limitations to study in a specific context of firm ESG compliance and cash holding in US 

states by ignoring the green finance capital alignment to define the level of cash holding. Further, the 

world's pressure on the largest economy to install a sophisticated plant to reduce carbon emissions may 

encourage the government to provide financial assistance to fulfill their financial needs and reduce the 

firm financial constraints. Moreover, only the Bloomberg database terminal is used to examine the whole 

picture without matching with other databases so the researchers should not overgeneralize the findings 
of this study in corporate literature.  

In the future, studies might be conducted in high and low ESG compliance countries to find the optimal 

level of cash holding. The researchers can track their findings by exploring the other financial and social 

determinants like green finance and social capital respectively that may help the firms to strive in the 

crucial static corporate environment.  
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 A holistic and consistent state youth policy is the most important factor in 

the sustainable development of the country and society, the growth of the 
well-being of its citizens and the improvement of social relations. The so-

cio-economic development of youth policy in the context of digital transfor-
mation reflects the importance and relevance of adapting youth programs 

and strategies to new technological realities. Digital transformation has a 
significant impact on the youth society, changing the way of life, educa-

tional and labor opportunities, as well as forms of socio-economic activity 
of young people. As part of this development, it becomes necessary to de-

velop and implement innovative approaches to youth policy, taking into 

account the changing needs and interests of young people, as well as cre-
ate conditions for the development and application of digital technologies 

in the areas of education, employment, culture and participation in public 
life. The purpose of the study is to understand the impact of digital trans-

formation on youth policy and provide a basis for developing effective strat-
egies and programs that contribute to the successful socio-economic de-

velopment of young people in the new digital era. 
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INTRODUCTION 
 

The effective development of youth policy contributes to the growth of the country's economic poten-

tial. Youth are the driving force behind development, and their active participation and involvement in 

economic processes can create new jobs, stimulate innovation, develop technological solutions and in-

crease productivity. Supporting young people in education and providing access to new knowledge and 
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skills ensures the training of highly qualified personnel that contribute to the development of modern sec-

tors of the economy. 

The study of the socio-economic development of youth policy in the context of the digital transfor-

mation of the Republic of Kazakhstan is a hot topic due to a number of important factors: 

− Digital transformation. In the modern world, digital technologies have a significant impact on the eco-

nomic, social and cultural development of the country, as well as on the lifestyle and needs of young 

people. Changing educational, labor and socio-cultural practices under the influence of digital innova-

tion provides new opportunities and necessitates the adaptation of youth policy. 

− The role of youth in the future of Kazakhstan. Youth is a key population group that determines the 

future of the country. Its active participation in development processes, professional education and 
labor activity are important factors for economic growth and prosperity of the national society. 

− Needs and interests of young people. Digital transformation is changing the needs and interests of 

young people, their ways of communication, education and employment. The study will help identify 

new demands and desires of young people in order to develop appropriate support programs and 

strategies. 

− Development of the digital economy. Digital transformation creates new opportunities for the develop-

ment of the digital economy, which can become a key driving sector for the development of Kazakh-

stan. However, the successful development of the digital economy requires the training of highly qual-

ified specialists and the support of innovative projects by young people. 

− Inclusion and equity. In the context of digital transformation, it is important to provide equal opportu-

nities for young people from different social groups and regions. The study will identify and solve the 

problems of differentiation of access to digital technologies and education. 

− The quality of youth policy. The relevance of the study is related to the need to assess the effectiveness 

of existing youth programs and identify areas for their improvement in the context of digital transfor-

mation. 

 

All these factors emphasize the need to conduct a study of the socio-economic development of youth 

policy in the context of the digital transformation of the Republic of Kazakhstan. The results of such a study 

can become the basis for the development of effective strategies and programs aimed at supporting and 

developing young people in the new digital reality, which, in turn, contributes to a sustainable and prosper-

ous future for the country. 

 

 

1. LITERATURE REVIEW 

Taking into account the scale of the tasks facing the country and the objective limitation of develop-

ment resources, an effective youth policy, like all socio-economic policy of the 21st century, should become 

a policy of priorities. To date, a large arsenal of means and tools for working with youth has been accumu-

lated. Many of them successfully solved individual local problems, were focused on certain groups of young 

people. However, in mass practice, their application was carried out as a set of unrelated measures imple-

mented by different departments, which did not provide the necessary systemic effect. One of the most 

important issues occupying the sphere of youth and government policy is the problem of creating produc-

tive employment in the youth labor market as the dominant macroeconomic factor in the compression of 

NEET youth in Kazakhstan. 

Employability is a vital aspect for a person's development in career areas. In order to study the factors 

influencing employment, Xiang Huang, Jiajia Cao, Guojing Zhao, Zehai Long (2022) focused on human 

development in the educational environment and conducted a quantitative study in nine higher profes-

sional colleges. Graduates who adopt a problem-based learning model can improve their critical thinking 

and employment-related competencies (Liu et al., 2020). M. Cheng et al. (2022) and E. Fichtnerova et al., 

(2022) believe that employability is a key concept in higher education. The employment of young people, 

of course, is influenced by such an indicator as the level of education. Bianca Ifeoma Chigbu, Fhulu. H. 

Nekhwevha (2022) and L. Hamilton and C. Mostert (2019) believe that graduates with a high level of 
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competence can better cope with the disequilibrium caused by events such as changes in work processes 

and transfer to another job. 

There are different classifications of NEET youth based on the reasons why young people fall into this 

group, determining the likely length of their stay in this state, as well as their level of need for public support 

(Mussida and Sciulli, 2023). The NEET includes two categories of young people: the unemployed, without 

education and training, and the inactive without education and training. Self-determination issues (Dia-
chok et al., 2020), poor academic performance, parental unemployment, lower socioeconomic status, low 

self-confidence, poor mental health, and young parenthood are risk factors associated with NEET status 

(Henderson et al., 2017). 

The phenomenon of NEET, which involves young people who are neither in the education system nor 

in the labor market, is associated with a number of key factors that cause socioeconomic disparities among 

young people and can lead to certain groups being left behind. Some of these factors include: 

− discrimination based on gender and other forms of discrimination that may prevent young people from 

accessing equal opportunities in education and employment; 

− low wages and precarious employment, which makes young workers more vulnerable and less pro-

tected in the labor market; 

− persistent unemployment and difficulties in the transition from education to work, which can lead to 

prolonged inactivity of young people in the labor market; 

− poor on-the-job training and a mismatch between skills and labor market requirements, which can 

make it difficult for young people to successfully find employment; 

− distributive effects of skills-insensitive technological changes that can exacerbate inequality and 

worsen the situation of young workers (PuJolras et al., 2022). 

− non-standard forms of employment and lack of social protection between jobs, which makes young 

people more vulnerable to financial risks. 

− a motivational factor that can influence the intensity of the job search and, ultimately, help young peo-

ple avoid NEET status (Ripamonti & Barberis, 2021). 

 

Successfully addressing the problems associated with the NEET phenomenon requires an integrated 

approach and the development of effective strategies aimed at eliminating these factors and ensuring 

equal opportunities for young people in education and employment. This will create a more just and inclu-

sive society, where every young person has the opportunity to realize their potential and contribute to the 

economic and social development of the country. 

 

 

2. RESEARCH METHODOLOGY 

Among the key aspects of the socio-economic development of youth policy in the context of digital 

transformation, the following can be distinguished (Figure 1). Following these directions will help ensure 

the effective and sustainable socio-economic development of youth policy in the context of digital trans-

formation, contributing to the development of an active, educated and sympathetic youth audience. 

Analysis of the development of youth policy and its impact on the economic policy of the state is an 

important task that allows you to assess the impact of youth on economic processes and develop effective 

measures to support and develop youth potential. Youth policy covers a wide range of activities aimed at 

social support and development of youth, including education, employment, entrepreneurship, culture, 

sports, health and other areas. 

An objective assessment of the effectiveness, efficiency and effectiveness of the measures, actions 

and steps taken in the field of youth policy is possible only if there are uniform criteria, indicators and 

indicators in this industry. Until recently, there was no unified approach to their definition in assessing the 

effectiveness of the ongoing youth policy. This made it possible to evaluate the effectiveness of youth policy 

through the prism of a subjective understanding of the expediency of a particular activity, both at the na-

tional level and at the level of the subjects of the Republic of Kazakhstan by their leaders and bodies 

responsible for work in this area. 
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Figure 1. Socio-economic development of youth policy in the context of digital transformation 

Source: Compiled by the author 

 

 

The development of youth policy in the Republic of Kazakhstan depends on many factors that influ-

ence this process. Some of the main factors include: 

a) The development of youth policy in the Republic of Kazakhstan depends on many factors that influence 

this process. Some of the main factors include State policy and legislation: The government and legis-

lators play a key role in formulating a strategy for the development of youth policy, creating the neces-

sary programs and laws aimed at supporting youth and their participation in the socio-economic life of 

the country. 

b) Education and vocational training. The quality of education and access to vocational training have a 

direct impact on young people's opportunities for personal and professional development, as well as 

their competitiveness in the labor market. 

 

Analyzing the sphere of access to education, it should be noted that the Bolashak scholarship has had 

a significant impact on the country's economy since its inception. Graduates who received this scholarship 

have made a significant contribution to the development of Kazakhstan, applying their acquired knowledge 

Socio-economic development of youth policy in the context of digital transformation 

Digital skills development and  

education 

ensuring the availability of education and developing the 

competencies necessary for successful functioning in the 

digital environment 

Creating jobs and stimulating  

entrepreneurship 

support for young entrepreneurs and innovative projects, 

creation of conditions for the development of start-up  

communities and incubators 

Participation and active citizen-

ship 
promoting youth participation in public life through  

various digital platforms and mechanisms 

Protection of the rights and  

interests of young people 

development of effective mechanisms for protecting  

the rights and interests of young people  

in the digital environment 

Inclusion and Equity 
ensuring equal opportunities for young people from  

different social groups and taking into account the  

interests of young people with disabilities 

Sociocultural sphere 
development of digital innovations in the field of culture, 

art and sports, promotion of cultural exchange and  

cooperation 

Digital Health and Wellbeing 
using technology to improve young people's access to 

health care and physical and mental health 
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and experience for the benefit of the country. In addition, they played an important role in strengthening 

the full position of Kazakhstan in the global educational community (Figure 2). 

 

 
Figure 2. Indicators of the number of scholarships under the Bolashak program, units 

Source: Compiled by authors 

 

 

Such unstable dynamics indicates an uneven distribution of grants among the country's youth, which 

indicates the absence of a constructive approach in the formation of an intellectual youth environment. 

Today, digitalization is a universal and intersecting trend that contributes to the achievement of the follow-

ing goals: 

− increasing the country's GDP by creating new jobs and innovations; 

− improving the quality of life through the automation of work and everyday tasks; 

− ensuring social justice through increased access to basic services such as healthcare, education, cul-

ture and others. 

 
c) Economic situation. The economic situation of the country affects the opportunities for creating jobs 

and providing social support for young people. The development of the economy contributes to the 

creation of new opportunities for young people and contributes to their integration into public life. 

d) Culture and traditions. Cultural characteristics and traditions can influence the role and status of young 

people in society, as well as access to education, health care and other opportunities for self-realization 

(Figure 3). 

e) Technological changes. The rapid development of technology, including digital transformation, affects 

the lifestyle of young people, their opportunities for information, education, access to work and partic-

ipation in public life. 

f) Social integration and equality. Creating equal opportunities for young people from different social 

groups and regions of the country contributes to their successful integration into society and ensures 

their active participation in the socio-economic life of the country. 
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Figure 3. Number of cultural events held for the period from 2011-2021, units 

Source: Compiled by authors according to  

 

 

g) Youth activism. The activity and interest of young people in solving social problems and participating in 

public life play an important role in shaping youth policy and its effectiveness. 

h) International cooperation. Interaction with international organizations and partners promotes the ex-
change of experience and the transfer of best practices in the field of youth policy, which can increase its 

effectiveness. 

 

Taking into account and analyzing these factors allows us to develop more effective strategies and 

programs for the development of youth policy in the Republic of Kazakhstan and provide favorable condi-

tions for the personal and professional development of young people in the face of modern challenges and 

changes. The place of the state youth policy is due to the fact that young people make up a significant part 

of the population and are called upon to play an increasing role in the implementation of socio-economic 

changes. 

Let us determine the factors that influence the indicator “Youth employed in the economy aged 18-

28”, thousand people. To do this, we will use a correlation-regression analysis. Let's put forward hypothe-

ses about the presence of a relationship between the indicator under consideration and the following fac-

tors: 

− gross enrollment in higher education, %; 

− the number of urban youth, people; 

− mortality rate of the urban population, per 1000 people; 

− the birth rate of the population per 1000 people; 

− number of foreign students, people; 

− is the Gini index; 

− cash expenditures of the population on average per capita, tenge. 

 

 

3. APPLICATION FUNCTIONALITY 
 

The author considered the factors influencing the development of the youth policy of the Republic of 

Kazakhstan (Table 1). 
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Table 1. Factors influencing the development of the youth policy of the Republic of Kazakhstan 

Year 

Employed in 
the economy 

from 18-28 
years old, 

thousand 
people 

Gross 

tertiary 
enrollme

nt % 

The number 

of urban 
youth, 

people 

Mortality 
rate urban 

population 
per 1000 

people 

Birth rate to 

population per 
1000 people 

Number of 

foreign 
students, 

pers. 

Gini 

index 
% 

Monetary 
expenditures 

of the 
population on 

average per 
capita, tenge 

01.11 2180, 49,50 1273424 8,08 19,76 10361 0,278 24460 

01.12 2222,1 53,14 1268667 7,84 19,86 8982 0,290 28892 

01.13 2298,9 53,39 1258440 7,76 20,52 8404 0,284 31886 

01.14 2259,6 50,90 123730 7,31 20,37 17443 0,276 34796 

01.15 2341,1 48,37 1208942 7,10 21,09 9077 0,278 37131 

01.16 2275,3 48,44 1209855 6,84 20,77 10829 0,278 38502 

01.17 2182,7 51,14 1180447 6,83 20,68 12840 0,278 41847 

01.18 2057,3 54,29 1163690 6,70 20,09 13898 0,278 46319 

01.19 2007,9 60,73 1128452 6,70 20,26 21727 0,289 51198 

01.20 2045,9 66,98 1099754 6,73 20,19 39558 0,290 55791 

01.21 2019,4 64,07 1066271 8,20 20,65 29069 0,291 59701 

01.22 2008,6 63,59 1054314 7,94 19,87 27054 0,284 57087 

Source: Compiled by the authors according to  

 

      The growth rates of the considered indicators are presented in Table 2. 

 

 
Table 2. Growth rates of the considered indicators for 2011-2020 

Year 

Growth rate 

of young 
people 

aged 18-28 
employed 

in the econ-
omy, % 

Growth rate 
of gross en-

rollment in 
higher edu-

cation, % 

Growth 

rate of 
urban 

youth, % 

Growth rate 
coefficient. 

mortality ur-
ban popula-

tion, % 

Growth rate 
of birth rate 

population 
per 1000 

people, % 

Growth 
rate of the 

number of 
foreign stu-

dents, % 

Gini in-

dex 
growth 

rate, % 

Growth rate of 
monetary ex-

penditures of 
the population 

on average 
per capita, % 

01.12 1,912 7,354 -0,374 -2,970 0,506 -13,310 4,317 18,119 

01.13 3,456 0,470 -0,806 -1,020 3,323 -6,435 -2,069 10,363 

01.14 -1,710 -4,664 -1,670 -5,799 -0,731 107,556 -2,817 9,126 

01.15 3,607 -4,971 -2,302 -2,873 3,535 -47,962 0,725 6,711 

01.16 -2,811 0,145 0,076 -3,662 -1,517 19,302 0,000 3,692 

01.17 -4,070 5,574 -2,431 -0,146 -0,433 18,571 0,000 8,688 

01.18 -5,745 6,160 -1,420 -1,903 -2,853 8,240 3,237 10,687 

01.19 -2,401 11,862 -3,028 0,000 0,846 56,332 0,697 10,533 

01.20 1,893 10,291 -2,543 0,448 -0,346 82,068 0,346 8,971 

01.21 -1,295 -4,345 -3,045 21,842 2,278 -26,515 0,345 7,008 

Source: Compiled by authors according to  

 

 

The results of data approximation using the least squares method are presented in Table 3. 
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Table 3. Results of evaluating the equation for the growth rate of young people employed in the economy at the age  

               of 18-28 

R 0,820 

R2 0,673 

Adjusted R2 0,579 

Fisher test 7,198 ( 020,0=− valuep ) 

Variables 

Growth rate of young people aged 18-28 employed in the economy, % - dependent variable 

Constant 0,240 

 Regression coefficients 

Urban youth growth rate, % 0,892* 

The rate of increase in the birth 

rate of the population, % 
1,320*** 

* p<0,1; ** p<0,05; *** p<0,01 

Source: Compiled by authors  

 

 

From the analysis of the parameters of the multiple linear regression equation, the following conclu-

sions follow: 

− an increase in the growth rate of the number of urban youth by 1% will lead to an increase in the growth 

rate of young people employed in the economy by an average of 1.412%; 

− an increase in the growth rate of the birth rate of the population by 1% will contribute to an increase in 

the growth rate of young people employed in the economy by an average of 0.647%. 

 

Thus, the results of the analysis confirm the existence of a relationship between the following indica-

tors: 

− youth employed in the economy aged 18-28 and the number of urban youth; 

− youth employed in the economy aged 18-28 and the birth rate of the population. 

 

Among the trends inherent in Kazakhstani youth, the most popular are: the transition to high mobility, 

the use of modern technologies (digitalization, digitalization), a healthy lifestyle and a dynamic pace of life. 

The analysis data make it possible to assess the social status and well-being of young people. These trends 

are typical for today's youth all over the world, including Kazakhstan. Let's consider each of them: 

Transition to high mobility. Modern technologies and information exchange create opportunities for 

young people to be more mobile and flexible in choosing where to live and work. Young people are increas-

ingly looking for new experiences, education abroad, job opportunities in different regions or even coun-

tries. 

Use of modern technologies. Young people in Kazakhstan, as well as around the world, are actively 

using modern technologies, such as digitalization, digitalization and the Internet. They are the key means 

of communication, information, education, entertainment and content creation on social networks. 

Healthy lifestyle and dynamic pace of life. Many young people in Kazakhstan pay great attention to a 

healthy lifestyle, physical activity and proper nutrition. They also strive to live actively, participate in various 

activities, develop personally and professionally. 

Economic behavior. The development of youth policy contributes to the formation of active, educated 

and enterprising youth, which has a positive impact on the economic policy of the state. Supporting young 

people and creating favorable conditions for their development contributes to sustainable economic 

growth, innovative changes and social development of the country. Significant positive trends are observed 

in this direction: over the past five years, there has been a decrease in the unemployment rate from 4.1% 

to 3.8%, over the past 20 years, the proportion of NEET youth in the country has decreased from 18.6% to 

7.1%. At the same time, it should be noted that a stable job for 52.8% of the young people surveyed is a 

condition for confidence and the opportunity to develop. 



 205 

Value orientations and socio-cultural trends. The results of sociological studies allow us to conclude 

that gradual changes in the value orientations of young people of the younger age group are noticeable, 

which is expressed in the growth of the importance of post-materialistic values for them (the values of self-

expression, self-development, freedom, equality). It is also important to note that the most interesting area 

of modern culture for young people is the use of modern information and communication technologies, as 

63% noted the popularity of Tik-Tok. Video blogging (30.7%), anime (23%) and eSports (gamers) (21.3%) 
are also becoming especially popular among Kazakhstan youth. 

These trends are important for the analysis of the social status and well-being of young people in 

Kazakhstan. They can influence the choice of professional career, the degree of participation in public life, 

the level of life satisfaction and other aspects. The analysis of these trends allows us to better understand 

the needs and interests of young people and develop effective programs and strategies to support and 

develop them. 

Improving the entire system of national youth policy, including the definition of priorities, principles, 

tasks and implementation mechanisms, plays a key role in solving various youth problems. This process 

should be carried out taking into account the characteristics of different age groups, the social status and 

well-being of young people, as well as take into account regional characteristics and socio-political prefer-

ences. 

In the era of globalization and the development of the digital economy, where human and intellectual 

capital play an important role, it is necessary to constantly be aware of the latest trends in world develop-

ment. Today's youth has mental and physical abilities that meet the challenges of the times. Therefore, the 

strategic task of each state is to develop and support young people, who are the key agents of the new 

time. 

The conscious and purposeful direction of state resources to increase intellectual, cultural and inter-

ethnic interaction among the youth will lead to the harmonious development of the country's domestic 

policy and its international relations. Investing in youth is investing in the future. Supporting young people 

and developing their potential is an important factor in achieving prosperity and stability in society. 

In the modern world, including Kazakhstan, the issue of assessing the effectiveness of youth policy 

really remains a challenge. The lack of a unified approach is due to the diversity of countries, cultural 

characteristics and socio-economic conditions. Each country has its own priorities and objectives, as well 

as different tools for assessing the success of youth programs and their impact on society. 

Evaluation of the effectiveness of youth policy can be based on various indicators, such as the level of 

employment of young people, the level of education, participation in public and political life, integration 

into society, and much more. In addition, qualitative evaluation may include analysis of young people's own 

opinions and feedback on program activities and their impact. 

In order to effectively evaluate youth policy, it is necessary to develop and apply modern methods and 

tools for monitoring and evaluation, taking into account the specifics of the goals and objectives facing the 

country and its youth. It is also important to take into account the dynamism and volatility of the social 

environment and take into account the feedback from young people in order to further improve policies 

and support programs. For example, an analysis of the budget program (subprogram) 005.015 "Implemen-

tation of activities in the field of youth policy" "From the local budget" of the Karaganda region indicates an 

annual increase in spending on the implementation of youth policy. 

The largest expenses for the implementation of social projects and programs were allocated for ser-

vices: organization of a competition for the presentation of Grants of the akim of the Karaganda region for 

the development and support of youth entrepreneurship (110,000 thousand tenge), organization of the 

activities of youth labor groups "Zhasyl el" (54,105 thousand tenge), organization of the activities of the 

project office "Sary-Arka - Adaldyqalany" as part of the implementation of the Anti-Corruption Strategy of 

the Republic of Kazakhstan (10,000 thousand tenge), design and equipment of the Qoldaý volunteer cen-

ter (10,000 thousand tenge), organization of a set of measures to support and develop the volunteer 

movement (9,500 thousand tenge). At the same time, insufficient attention of the Department to the NEET 

category is noteworthy. The allocated budget funds for this category of youth are clearly not enough, given 

their share (9.4% in 2022 - Figure 4). 
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Figure 4. Indicators of the implementation of activities in the field of youth policy for 2016-2022, thousand tenge 

Source: Compiled by the authors   

 

 
The goal of the country's current state policy is comprehensive socio-economic support for all citizens, 

including young people. Particular attention is paid to the social stimulation of young people, as their active 
participation becomes a key factor in ensuring the sustainable development of the country and shaping its 

future. This approach is explicitly spelled out in the tasks of Article 3 of the Law "On State Youth Policy" 

dated February 9, 2015, which is aimed at involving young people in the socio-economic and socio-political 

life of the country. 

Actual problems at the present stage of youth policy are as follows: 

− poor coordination of state youth policy with other areas; 

− limited infrastructure of bodies involved in youth policy; 

− Insufficient compliance of the activities of state bodies involved in state youth policy with the needs, 

interests and tasks of young people; 

− lack of a universal system of diagnostics and comprehensive social monitoring of the state of the youth 

sphere 

− the absence of new mechanisms capable of stimulating the activity of young people, their constructive 

participation in the social, political and economic life of the country. 

 

In order to solve these problems and overcome negative trends, it is necessary to: 

− the use of methods for designing and implementing programs provided with a regulatory framework, 

state support mechanisms, financial resources at the regional and local levels; 

− taking into account the interests of young people in the development of targeted and investment pro-

grams at all levels; 

− stimulation of youth civic initiatives, youth self-government and social partnership, self-organization of 

working, rural, creative, law enforcement and other youth; 

− increasing the targeting of approaches, methods and technologies for each social and age group of 

young people. 

 

 

CONCLUSION 

Improvement and development of the entire system of national youth policy involves the definition of 

clear priorities, principles, tasks and mechanisms for its implementation. This includes the following as-

pects: 

− Prioritization. It is necessary to determine the main directions and goals that are the most important 

for supporting young people and ensuring their active participation in the social, economic and political 

life of the country. These can be education, employment, development of youth entrepreneurship, 

healthcare, culture and other aspects. 
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− Formulation of principles. It is necessary to develop the fundamental principles that guide the youth 

policy. These can be principles of equality, fairness, participation, cooperation, as well as respect for 

the rights of young people and their unique needs. 

− It is necessary to clearly define the tasks that will be solved within the framework of youth policy. This 

can be the creation of a supporting infrastructure, providing access to education and health care, cre-

ating new jobs, as well as developing measures to attract young people to actively participate in public 

life. 

− Implementation mechanisms. It is necessary to develop effective mechanisms and tools for the imple-

mentation of youth policy. This can be the creation of special programs and projects, the provision of 

grants and scholarships, the development of educational courses and trainings, as well as the involve-

ment of young people in the decision-making process. 

− Improving the system of national youth policy is an important task for ensuring the well-being and 

sustainable development of the country, as well as the active participation of young people in the cre-

ation of the future society. 
 

In the Republic of Kazakhstan, higher and postgraduate education is given sufficient attention in ac-

cordance with the State Program for the Development of Education of the Republic of Kazakhstan for 

2020-2025, where one of the priority areas is the allocation of grants for master's and doctoral studies. 

This is directly the investment of the state, invested in human potential in order to return the acquired 

knowledge to the economy of the state. 

An objective assessment of the effectiveness, efficiency and effectiveness of the measures, actions 

and steps taken in the field of youth policy is possible only if there are uniform criteria, indicators and 

indicators in this industry. Until recently, there was no unified approach to their definition in assessing the 

effectiveness of the ongoing youth policy. This made it possible to evaluate the effectiveness of youth policy 

through the prism of a subjective understanding of the expediency of a particular activity, both at the na-

tional level and at the level of subjects. 

Improving the entire system of national youth policy, including the definition of priorities, principles, 

tasks and implementation mechanisms, plays an important role in solving youth problems and should be 

carried out through the following areas: 

− Systematic and continuous study of national policies aimed at adapting the younger generation to new 

realities and stimulating social and political activity and the formation of citizenship. This involves the 

use of a targeted approach that takes into account different age groups, social status, wealth, regional 

characteristics and social preferences of young people. 

− Investing in youth projects that create a new understanding of the role and place of young people in 

society. For young people, not only guarantees and access to resources should be created, but also 

conditions for the manifestation of their intellectual, physical and creative potential. 

− Providing young people with better information at the national and regional level on issues that matter 

to them. For example, this may include information on affordable housing and housing development 

opportunities for young people. The state must strive for the stability of the existing system, which 

makes the development of a national youth policy an urgent task. 

 

All these areas will improve the situation of young people, ensure their active participation in public 

life and contribute to the development of national potential through the implementation of strategic 

measures and mechanisms of the national youth policy. 
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